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Studies into the effects of stereotype threat (ST) on test performance have shed new light on race and sex differences in achievement and intelligence test scores. In this article, the authors relate ST theory to the psychometric concept of measurement invariance and show that ST effects may be viewed as a source of measurement bias. As such, ST effects are detectable by means of multigroup confirmatory factor analysis. This enables research into the generalizability of ST effects to real-life or high-stakes testing. The modeling approach is described in detail and applied to 3 experiments in which the amount of ST for minorities and women was manipulated. Results indicate that ST results in measurement bias of intelligence and mathematics tests.
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The greatest social benefit will come from applied psychology if we can find for each individual the treatment to which he can most easily adapt. This calls for the joint application of experimental and correlational methods. (Cronbach, 1957, p. 679)

Recent developments in experimental social psychology concerning the effects of stereotypes on test performance have contributed to the understanding of the nature of race and sex differences in achievement and intelligence test scores. Specifically, the theory of stereotype threat (Steele, 1997) states that stereotypes concerning the ability of groups (e.g., women are bad at mathematics) can have an adverse impact on test performance of members of such groups, particularly in those who identify strongly with the domain of interest (e.g., female math students). Considering the widespread use of achievement and intelligence tests in college admission and personnel selection, and the high stakes involved in their use, stereotype threat effects on test performance may have serious personal and social consequences. There is general agreement on the importance of fair, unbiased assessment in the sense that individual latent abilities should be measured validly and accurately. This means that measurements of ability should not depend on group membership based on, for instance, ethnicity or sex. Therefore, the absence of measurement bias with respect to groups (i.e., measurement invariance) is an essential aspect of valid measurement (e.g., Millsap & Everson, 1993). Both research into stereotype threat and research into measurement invariance are aimed at disentangling measurement artifacts related to group membership from individual differences in the construct that a particular test is supposed to measure (e.g., latent mathematics ability). In the current article, our aim is to explicitly relate stereotype threat to the concept of measurement invariance and to show that stereotype threat effects on test performance may be viewed as a source of measurement bias.

This conceptualization of stereotype threat effects has statistical as well as practical advantages. It gives rise to an analytical framework in which individual and group differences in latent abilities and (experimental) stereotype threat effects on test performance can be modeled simultaneously. Of more practical importance is the fact that tests for measurement invariance with respect to groups can shed light on the degree to which stereotype threat plays a role in real-life and high-stakes settings. This provides a means to study the effects of stereotype threat in settings in which it is ethically and pragmatically difficult to manipulate the debilitating effects of stereotype threat on test performance (Cullen, Hardison, & Sackett, 2004; Sackett, 2003; Steele & Davies, 2003; Steele, Spencer, & Aronson, 2002).

Below, we first discuss some methodological and statistical issues concerning experimental tests of stereotype threat effects on test performance. Next, we relate the effects of stereotype threat to measurement invariance and discuss how such effects can be detected by means of multigroup confirmatory factor analysis (MGCFA). Finally, we illustrate this approach by analyzing the results of three experiments in which the effects of stereotype threat on the test performance of stigmatized groups were investigated.

Investigating Stereotype Threat Effects

The experimental paradigm, which is used to study the effect of stereotype threat on test performance, usually involves the comparison of existing groups (e.g., Blacks and Whites) and the
manipulation of stereotype threat. The latter is accomplished, for instance, by labeling a test as either diagnostic or nondiagnostic for the stereotyped ability (e.g., Steele & Aronson, 1995, Study 2), or by asking for biographical information either prior to or after completion of the test (e.g., Steele & Aronson, 1995, Study 4). Stereotype threat is expected to negatively affect test performance of stigmatized groups but to have no (or a small positive; see Walton & Cohen, 2003) effect on test performance of nonstigmatized groups. Stereotype threat theory thus predicts an interaction between group and threat manipulation.

Generalizability of Stereotype Threat

Within laboratory experiments, stereotype threat has been found to depress scores on various achievement and intelligence tests, in diverse stigmatized groups (Steele et al., 2002). The extent to which stereotype threat generalizes to test settings outside the laboratory is an important issue. Only few experimental studies have looked into the debilitating effects of stereotype threat on test performance in test settings high in ecological validity, and/or settings with consequential test outcomes. Stricker and Ward (2004) conducted two field studies within an actual high-stakes test situation but were unable to replicate the strong negative effects of asking for biographical information prior to taking a test (i.e., group prime) on minority and female test performance (cf. Steele & Aronson, 1995). In addition, three recent laboratory experiments addressed the effects of stereotype threat on Blacks’ test performance in a job selection context (McFarland, Lev Arey, & Ziegert, 2003; Nguyen, O’Neal, & Ryan, 2003; Ployhart, Ziegert, & McFarland, 2003). In these studies, test-taking motivation was enhanced by the promise of financial rewards for high test scores. Despite the use of manipulations with well-established effects (i.e., race prime and test diagnosticity), the debilitating effects of stereotype threat on minority test performance were generally absent. Sackett (2003) suggested that these results imply that the generalizability of stereotype threat effects to (motivational) job selection contexts is limited. Along similar lines, Stricker and Ward (2004) suggested that their studies indicate that high test stakes appear to be capable of overriding the negative effects of stereotype threat on test performance.

From a theoretical point of view, however, the internal validity of these real-life or contextualized experiments appears questionable. Steele and colleagues argued that stereotype threat probably always occurs within such settings because of features that have been shown to elicit stereotype threat in the laboratory (Steele & Davies, 2003; Steele et al., 2002). For instance, promising incentives or placing a test in a selection context makes a test diagnostic for the stereotyped ability, thereby triggering stereotype threat even within control conditions. Heightening stereotype threat by means of explicit test diagnosticity or group prime then fails to depress test performance of stigmatized groups much further, resulting in ineffective stereotype threat manipulations (Steele & Davies, 2003; Steele et al., 2002). In that respect, stereotype threat theory predicts that stereotype threat studies, which are high in ecological validity, are low in internal validity, and vice versa. More important, whereas inductive reasoning leads one to expect that most real-life test settings do evoke stereotype threat, empirically the question of generalizability appears hard to answer (Steele et al., 2002).

Analyzing Stereotype Threat Effects

Given the pragmatic and ethical problems of experimentation within real-life settings, correlational methodology (e.g., regression analysis) may be used to investigate the presence of stereotype threat on actual achievement tests. Osborne (2001) reasoned that stereotype threat effects may be mediated by anxiety (cf. Blascovich, Spencer, Quinn, & Steele, 2001). He found that the racial gap and, to a lesser extent, the gender gap on several achievement tests in the High School and Beyond Study were partly mediated by self-reported anxiety, which supports the notion that stereotype threat affected test performance. Cullen et al. (2004) proposed that the strong identification of high-ability persons with the domain of interest (cf. Steele, 1997) renders them more sensitive to stereotype threat (Aronson et al., 1999). Cullen et al. reasoned that if stereotype threat affects test performance of stigmatized groups on a predictor (e.g., SAT, formerly known as the Scholastic Aptitude Test), then this differential sensitivity to stereotype threat would lead to group-specific and nonlinear relations between the affected predictor and criteria that are supposedly unaffected by stereotype threat, such as job performance or grade points of classes unrelated to stereotypes. However, Cullen et al. found neither prediction bias nor any nonlinear effects, and they concluded that stereotype threat effects on the predictors (SAT and Armed Services Vocational Aptitude Battery) were small or nonexistent.

These seemingly inconsistent results may be due to the strong assumptions underlying the use of such regression approaches. For instance, Cullen et al. (2004) had to assume the absence of group differences on academic criteria (cf. the underperformance phenomenon; Steele, 1997), whereas Osborne (2001) rightly expressed some concern about the causal link involved. Moreover, these correlational studies address the effects of stereotype threat on test performance in an indirect manner. It is well established that group differences in prediction (i.e., prediction bias) do not necessarily imply that measurements are biased with respect to groups, and vice versa (Millsap, 1997a).

Measurement Models

The indirectness of these regression approaches can be avoided by adopting measurement models that explicitly relate test scores to the latent constructs that are supposed to underlie those test scores. Instead of the latent abilities, stereotype threat affects the test scores in a group-specific manner. As we see below, a comparison of stigmatized and nonstigmatized groups with respect to the test scores—construct relationship (i.e., test for measurement invariance) allows for a direct study of the presence of stereotype threat effects within a particular test situation.

An additional advantage of using measurement models is that they can be used to analyze experimental data (cf. Donaldson, 2003), thereby overcoming some difficulties associated with traditional use of analysis of variance (ANOVA) within stereotype threat experiments. The groups under investigation in such studies are expected to differ considerably with respect to the latent ability that is supposed to underlie the dependent variable(s) (i.e., test scores). This may give rise to analytical problems because of preexisting group differences in the average or variability of latent ability (e.g., gender differences in math variability; Hedges &
Nowell, 1995). In numerous stereotype threat studies, prior test scores (e.g., SAT) and analysis of covariance (ANCOVA) are used to equate groups for mean differences in ability. However, several expectations derived from stereotype threat theory do not sit well with the assumptions underlying the traditional use of ANCOVA (Wicherts, 2005; Yzerbyt, Muller, & Judd, 2004). For instance, stereotype threat may lower the regression weight of the dependent variable on the covariate in the stereotype threat condition, which violates regression weight homogeneity over all experimental cells (Wicherts, 2005). The use of statistical methods that differentiate between the construct (i.e., latent ability) and the measurement of that construct circumvents such problems. More important, measurement models provide the necessary ways to test for measurement invariance.

Measurement Invariance

Measurement invariance revolves around the issue of how groups differ in the way the measurement of a psychological construct (e.g., mathematics test score) is related to that construct (e.g., mathematical ability). Measurement invariance means that measurement bias with respect to groups is absent (Lubke, Dolan, Kelderman, & Mellenbergh, 2003a, 2003b; Meredith, 1993). Below, we explain measurement invariance conceptually in relation to stereotype threat. We first look at the formal definition of measurement invariance (Mellenbergh, 1989), which is expressed in terms of the conditional distribution of manifest test scores \( Y \) [denoted by \( f(Y|\eta) \)]. Measurement invariance with respect to \( v \) holds if:

\[
f(Y|\eta, v) = f(Y|\eta),
\]

for all \( Y, \eta, v \), where \( \eta \) denotes the scores on the latent variable (i.e., latent ability) underlying the manifest random variable \( Y \) (i.e., the measured variable), and \( v \) is a grouping variable, which defines the nature of groups (e.g., ethnicity, sex). Note that \( v \) may also represent groups in experimental cells such as those that differ with respect to the pressures of stereotype threat. Equality 1 holds if, and only if, \( Y \) and \( v \) are conditionally independent given the scores on the latent construct \( \eta \) (Lubke et al., 2003b; Meredith, 1993).

One important implication of this definition is that the expected value of \( Y \) given \( \eta \) and \( v \) should equal the expected value of \( Y \) given only \( \eta \). In other words, if measurement invariance holds, then the expected test score of a person with a certain latent ability (i.e., \( \eta \)) is independent of group membership. Thus, if two persons of a different group have exactly the same latent ability, then they must have the same (expected) score on the test. Suppose \( v \) denotes sex and \( Y \) represents the scores on a test measuring mathematics ability. If measurement invariance holds, then test scores of male and female test takers depend solely on their latent mathematics ability (i.e., \( \eta \)) and not on their sex. Then, one can conclude that measurement bias with respect to sex is absent and that manifest test score differences in \( Y \) correctly reflect differences in latent ability between the sexes.

However, the situation changes when stereotype threat has an impact on test performance. Suppose \( v \) represents two groups (e.g., Blacks and Whites) that differ with respect to stereotypes that concern \( Y \) (e.g., intelligence tests). If stereotype threat directly affects (i.e., lowers) the observed scores (i.e., \( Y \)) in the Black group (or in a subsample of this group), then measurement invariance is violated. The reason for this is that conditioning on the latent construct (i.e., latent ability) does not remove all group differences in \( Y \) because of the debilitating effects of stereotype threat on \( Y \), which are limited to the Black group. This becomes particularly clear if one imagines a Black test taker with a particular latent ability, who, because of stereotype threat, underperforms in comparison with a White test taker with the same latent ability. Clearly, the relationship between test score and latent ability now depends on group membership, and the requirements for measurement invariance no longer hold. Therefore, stereotype threat effects are by definition a source of measurement bias. Conversely, if measurement invariance holds in a particular group comparison, stereotype threat does not play a differential role in test score differences between those groups, because then test score differences rightly reflect group differences in the latent construct.

The definition of measurement invariance is quite general (Mellenbergh, 1989). It does not depend on the kind of test, selection variable, or the size of group differences in latent ability. Although measurement invariance may be investigated by many methods (Millsap & Everson, 1993; Raju, Laffitte, & Byrne, 2002) that use different types of measurement models (e.g., item response models), we restrict our attention to the confirmatory factor model. We now present this model, relate it to measurement invariance, and show how stereotype threat may result in measurement bias. After that, we investigate in three studies whether experimental stereotype threat effects indeed lead to measurement bias.

**MGCFA**

Here we describe the measurement model (i.e., MGCFA) in a nontechnical fashion, restricting our attention to the one factor case and assuming multivariate normality throughout. Appendix A contains a more technical and more general presentation of the model (see also Bollen, 1989; Dolan, 2000; Dolan, Roorda, & Wicherts, 2004; Lubke et al., 2003a). The confirmatory factor model is essentially a linear regression model in which scores on several indicators (i.e., subtest scores) are regressed upon scores on the latent (i.e., unobserved) construct \( \eta \). Like in ordinary regression, the model includes for each indicator the following measurement parameters: a regression weight or factor loading (expressed by the symbol \( \lambda \)), a residual term, and an intercept. The residual term of an indicator is expressed by the symbol \( e \), and contains both random measurement error and specific factors tapped by that particular indicator (i.e., all uncommon sources of variance; Meredith & Horn, 2001). In most applications of confirmatory factor analysis (e.g., one-group studies), the regression intercept is uninformative and is not modeled. However, we are also interested in studying between-groups differences in means. Therefore, we add the mean structure to the analysis, which is accomplished by incorporating an intercept term for each indicator, expressed by \( \nu \) (Sörbom, 1974). The extension to multiple groups enables tests of specific hypotheses concerning between-groups differences in measurement parameters (i.e., measurement bias) and between-
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1 However, measurement invariance with respect to one selection variable does not necessarily imply measurement invariance with respect to another selection variable (however, see Lubke et al., 2003b).
groups differences in the parameters that describe the distribution of the common factor within each group (i.e., group differences in mean latent ability). The simultaneous analysis of mean and mean structure\(^2\) provides a test of measurement invariance, or *strict factorial invariance*, as it is denoted in this context (Meredith, 1993).

The model for subtest score \(Y_{ij}\) of a person \(j\) in group (or condition) \(i\) is as follows:

\[
Y_{ij} = \nu_{ij} + \lambda_{ij} \eta_{ij} + \epsilon_{ij}.
\]  

(2)

Suppose we have four subtests. Of course, the latent ability score \(\eta_{ij}\) of person \(j\) is the same for all subtests, so we can conveniently arrange the expressions using vector notation (e.g., Bollen, 1989):

\[
\begin{bmatrix}
Y_{i1} \\
Y_{i2} \\
Y_{i3} \\
Y_{i4}
\end{bmatrix} =
\begin{bmatrix}
\nu_{1} \\
\nu_{2} \\
\nu_{3} \\
\nu_{4}
\end{bmatrix} +
\begin{bmatrix}
\lambda_{11} \\
\lambda_{12} \\
\lambda_{13} \\
\lambda_{14}
\end{bmatrix} \times \begin{bmatrix}
\eta_{1i} \\
\eta_{2i} \\
\eta_{3i} \\
\eta_{4i}
\end{bmatrix} +
\begin{bmatrix}
\epsilon_{1i} \\
\epsilon_{2i} \\
\epsilon_{3i} \\
\epsilon_{4i}
\end{bmatrix}.
\]  

(3)

This, in turn, is more parsimoniously expressed by the following matrix notation:

\[
Y_{ij} = \nu_{ij} + \Lambda_{ij} \eta_{ij} + \epsilon_{ij},
\]  

(4)

Except for the difference in notation, Equations 3 and 4 are identical. For example, in Equation 4, \(\nu_{i}\) is a four-dimensional vector containing the measurement intercepts and \(\Lambda_{ij}\) is a \(4 \times 1\) matrix containing the factor loadings of group \(i\). Equation 4 presents a model for the observations. To obtain estimates of the parameters in this model, we fit the observed covariance matrices and mean vectors to the implied (by Equation 4) covariance matrices and mean vectors (cf. Appendix A). The parameters of interest are the factor loadings \(\Lambda_{ij}\), the vector of intercepts \(\nu_{ij}\), the variances of the residuals—incorporated in a matrix denoted \(\Theta_{ij}\)—and the means and variances of the common factor scores in group \(i\), denoted by \(\alpha_{i}\) and \(\Psi_{i}\), respectively. In fitting the model, we introduce two types of constraints: identifying constraints, which are required in all confirmatory factor analyses (e.g., scaling; Bollen, 1989), and substantive constraints, which relate specifically to the issue of measurement invariance (Meredith, 1993). As we explain next in a two-group context, the latter concern the factor loadings, intercepts, and residual variances.

Consider the top half of Figure 1. Here we see the regression lines for subtest \(Y_{1}\) in two groups. The factor loading gives the slope of this line (for each increment \(\Delta\) of latent ability \(\eta\), the expected test score changes by \(\Delta \eta times \lambda\)), and the intercept \(\nu\) gives the point of \(Y_{1}\) associated with the point \(\eta = 0\). Also depicted are the normally distributed residuals in each group. Note that the residual variances appear equal in both groups. As can be seen, the regression slopes (i.e., factor loadings) are also equal in both groups. However, the intercepts differ over groups. This has serious consequences. Namely, for each possible latent factor score, the expected value on the Test \(Y_{1}\) is higher for members of Group 1 than for members of Group 2.\(^3\) Clearly, this violates measurement invariance with respect to both groups. Hence, the equality of measurement intercepts (i.e., \(\nu_{1} = \nu_{2}\)) is an essential requirement for measurement invariance (cf. Meredith, 1993). The reader may have already guessed a possible source for such an intercept difference between groups: the uniform (i.e., irrespective of latent ability) depression of test scores due to stereotype threat in Group 2.

The bottom half of Figure 1 displays another two-group scenario. Here, the regression lines for both groups again show different intercepts. In addition, the slope of the regression line in Group 2 now differs from the slope in Group 1. Specifically, the factor loading in Group 2 is lower (i.e., \(\lambda_{2} < \lambda_{1}\)). This means that in Group 2, the test scores do not measure latent ability as well as in Group 1. Again, given a particular latent factor score, the expected test score depends on group membership. Even worse, the negative effect of “being” a Group 2 member now depends on the particular latent ability level. Higher ability scores result in more bias than lower ability scores. As is graphically depicted by the dashed arrows, it is even conceivable that a member of Group 2 with a fairly high ability score has an expected test score below
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*Figure 1.* Top half: Regression lines of scores on Subtest \(Y_{1}\) in two groups with different intercepts. Bottom half: Regression lines of scores on Subtest \(Y_{1}\) in two groups with different intercepts and different factor loadings.

\(^2\) We are also interested in and should allow for possible differences in variances between the groups. For that reason, in MGCFA, covariance matrices are analyzed instead of correlation matrices.

\(^3\) Note the resemblance of this picture to what Steele (1997, p. 626) called the *parallel lines phenomenon* when he referred to the academic underperformance of Black college students in comparison with White college students with equal standardized test scores. The differences lie in that Steele’s predictor was a standardized test score and his criterion was 1st-year GPA, whereas our predictor is the latent ability score, and the criterion is the test score.
that of someone in Group 1 who has a considerably lower ability. Clearly, for measurement invariance to hold between groups, factor loadings should be equal across groups (i.e., $\lambda_{1j1} = \lambda_{1j2}$).

Note that a depressed factor loading could be due to stereotype threat affecting test performance in Group 2 in a nonuniform manner. Again, the lowering of the intercept may be viewed as a main effect for stereotype threat. Moreover, the lowering of a factor loading in Group 2 can be interpreted as an interaction effect between stereotype threat and latent ability on test performance. The latter may occur because domain identification is known to heighten stereotype threat effects, and domain identification may be strongly related to latent ability (Cullen et al., 2004; Steele, 1997). In such a scenario, higher ability persons suffer more under stereotype threat, resulting in a depressive effect on the factor loading.

We have presented a graphic exposition of why factor loadings and measurement intercepts need to be invariant for measurement invariance to hold. In fact, under measurement invariance, the regression lines of each group coincide. If so, then the expected value of the test scores depends solely on latent ability, regardless of group membership. An additional requirement for strict factorial invariance is that residual variances need to be invariant. This is because residual variances contain all uncommon sources of variance. Larger residual variance in one group means less reliable measurement. Moreover, added residual variance may also be due to stereotype threat variance. Meredith (1993) has provided a rigorous statistical discussion of why group-invariant factor loadings ($\Lambda$), residual variances ($\Theta$), and intercepts ($\nu$) are essential requirements for strict factorial invariance. Indeed, if measurement invariance holds, as defined above (Equation 1), then these equality constraints should hold to reasonable approximation (Meredith, 1993; Millsap, 1997b).

The Stereotype Threat Factor

To better understand the specific effects of stereotype threat on measurement parameters, we find it convenient to imagine the presence of an additional common factor (denoted by $\sigma$), which incorporates all the mediating effects of stereotype threat on test performance. Such an additional stereotype threat “factor” is neither measured nor modeled, but it still affects test performance in a manner that is restricted to the stigmatized group, resulting in group-specific changes of measurement parameters. Hence, constraining measurement parameters of a group under stereotype threat to group(s) without such effects (i.e., nonstigmatized group and/or control condition) would demonstrate a violation of strict factorial invariance. It is well established that stereotype threat specifically affects performance on the more difficult tasks (Blascovich et al., 2001; O’Brien & Crandall, 2003; Quinn & Spencer, 2001; Spencer, Steele, & Quinn, 1999; Steele et al., 2002). Therefore, we expected the effects to be subtest specific and mostly related to the most difficult subtests in a test battery.

Figure 2 displays the common factor model within a group (in a particular setting), where stereotype threat affects the scores on subtest $Y_4$ (conceivably a particularly difficult subtest). As we show in Appendix B, such a stereotype threat effect results in a lowering of the measurement intercept of the affected subtest (cf. Figure 1, top half). In addition, if stereotype threat effects vary over persons within this group, perhaps because of individual differences in domain identification or group identification, then the variance due to the unmeasured stereotype threat factor results in an increase of the residual variance of subtest $Y_4$. However, it is also conceivable that two of the four subtests are affected by stereotype threat. This situation is displayed in Figure 3. Again, this would result in negative effects on the measurement intercepts of these subtests (cf. Appendix B). In addition, if stereotype threat effects vary over persons, then this would lead to increased residual variances of both affected subtests. Furthermore, the two affected subtests now covary more strongly than would be expected from their corresponding factor loadings on the $\eta$ factor. This additional covariance due to stereotype threat constitutes a violation of the dimensionality of the factor model within this group (i.e., residual covariance), resulting in model misfit. This scenario of stereotype threat affecting the performance on two subtests can be extended to cases in which more than two (or even all) subtests are affected. Of course, in such cases, stereotype threat also violates strict factorial invariance.

As a final scenario, consider Figure 4, in which a nonlinear effect on subtest $Y_4$ is expressed as an interaction between latent ability and stereotype threat. As is shown in Appendix B, such an effect results in a lowering of the factor loading of subtest $Y_4$ (cf. Figure 1, bottom half). Additionally, one would expect an increase of the residual variance of the affected subtest and a downward bias of the intercept.

In conclusion, the effects of stereotype threat are detectable by tests for measurement invariance using MGCFA. Possible stereotype threat effects would show up particularly in group differences in the measurement parameters of difficult subtests. We now turn to three experiments in which the amount of stereotype threat for stigmatized groups was manipulated. We thus use tests of strict factorial invariance with respect to groups and conditions to identify the effects, if any, of stereotype threat on the test scores.

Figure 2. The common factor model in which stereotype threat affects the scores on Subtest $Y_4$ but not on Subtests $Y_1$–$Y_3$. $\text{var} = \text{variance}; E = \text{expected value}.$

---

4 However, if a (relatively) large number of subtests are affected by stereotype threat, then model misfit due to such stereotype threat effects disperses over the model. This makes it difficult to interpret measurement bias in terms of sole parameters.
Study 1: Dutch Minorities and the Differential Aptitude Test (DAT)

On average, Dutch minority students attain lower educational levels and have a higher dropout rate than Dutch majority students (Dagevos, Gijsberts, & van Praag, 2003). Several studies have indicated that Dutch high school students often view minority students as less smart (Verkuyten & Kinket, 1999) and minority groups as less educated (Kleinpenning & Hagendoorn, 1991). Recently, Verkuyten and Thijs (2004) found that academic disidentification among Dutch minority students was moderated by the perception of being discriminated in scholastic domains. The first aim of Study 1 was to study the effects of stereotype threat on intelligence test performance in a sample of minority high school students in the Netherlands. To this end, we administered a short intelligence test that contained three subtests, and we varied the amount of stereotype threat related to ethnic minorities by changing the presentation of the test and by altering the timing of an ethnicity questionnaire. The second aim of this study was to find out whether tests for measurement invariance that use MGCFA can successfully highlight the effects of stereotype threat. Furthermore, we compared the results of confirmatory factor analysis with the results of ANOVA to find out whether both analyses led to the same conclusions.

Method

Participants. A total of 295 students from nine high schools in large cities in the Netherlands participated during obligatory classes, which were aimed at counseling the students in choosing a major (“profile”) in the second phase (“tweede fase”) of their high school education. The students were between the ages of 13 and 16 years ($M = 14.86, SD = 0.64$) and attended the 3rd year of the Hoger Algemeen Voortgezet Onderwijs (HAVO), or higher general secondary, education. Given that the HAVO level is the second-highest level in the Dutch high school system, the sample was expected to be heterogeneous in terms of identification with
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Method

Participants. A total of 295 students from nine high schools in large cities in the Netherlands participated during obligatory classes, which were aimed at counseling the students in choosing a major (“profile”) in the second phase (“tweede fase”) of their high school education. The students were between the ages of 13 and 16 years ($M = 14.86, SD = 0.64$) and attended the 3rd year of the Hoger Algemeen Voortgezet Onderwijs (HAVO), or higher general secondary, education. Given that the HAVO level is the second-highest level in the Dutch high school system, the sample was expected to be heterogeneous in terms of identification with

On average, Dutch minority students attain lower educational levels and have a higher dropout rate than Dutch majority students (Dagevos, Gijsberts, & van Praag, 2003). Several studies have indicated that Dutch high school students often view minority students as less smart (Verkuyten & Kinket, 1999) and minority groups as less educated (Kleinpenning & Hagendoorn, 1991). Recently, Verkuyten and Thijs (2004) found that academic disidentification among Dutch minority students was moderated by the perception of being discriminated in scholastic domains. The first aim of Study 1 was to study the effects of stereotype threat on intelligence test performance in a sample of minority high school students in the Netherlands. To this end, we administered a short intelligence test that contained three subtests, and we varied the amount of stereotype threat related to ethnic minorities by changing the presentation of the test and by altering the timing of an ethnicity questionnaire. The second aim of this study was to find out whether tests for measurement invariance that use MGCFA can successfully highlight the effects of stereotype threat. Furthermore, we compared the results of confirmatory factor analysis with the results of ANOVA to find out whether both analyses led to the same conclusions.

Method

Participants. A total of 295 students from nine high schools in large cities in the Netherlands participated during obligatory classes, which were aimed at counseling the students in choosing a major (“profile”) in the second phase (“tweede fase”) of their high school education. The students were between the ages of 13 and 16 years ($M = 14.86, SD = 0.64$) and attended the 3rd year of the Hoger Algemeen Voortgezet Onderwijs (HAVO), or higher general secondary, education. Given that the HAVO level is the second-highest level in the Dutch high school system, the sample was expected to be heterogeneous in terms of identification with
**Procedure and design.** Three shortened subtests of the DAT (Evers & Lucassen, 1992) were administered during classes, which were attended by 17–27 students. On arrival in the classroom, students found a test booklet on their desks, and a female tester of Dutch origin told them that they would be taking a counseling test. The tester said that the test booklet contained questions about their personal interests and abilities and that their answers would be used for guidance in their choice of specialty. No explicit mention of intelligence was made. The tester told the students that the test booklet consisted of several sections and that they would be told when to start and stop with a particular section. This enabled the timing of each of the following sections of the test booklet: an ethnicity questionnaire, the DAT tests, an interest inventory, an additional language test (used for exploratory purposes), and the actual profile-counseling test (administered last). After the test session, students were debriefed extensively on the purpose of the experiment. After 1 week, all students received written counseling on their specialty choice, which was based solely on the profile-counseling test (cf. Zand Scholten, 2003). Special care was taken to ensure that the answers on this test were not affected by the stereotype threat manipulation or by ethnicity (Wicherts et al., 2003).

Participants were assigned to two conditions that differed in the features that elicit stereotype threat for the minority students. Assignment to conditions was achieved by randomly distributing two versions of a test booklet, which were indistinguishable by the cover. In the stereotype threat condition, this test booklet presented each DAT subtest as an “intelligence test.” The test booklet of participants in the control condition made no mention of intelligence, and the tests were simply presented as a section of the test booklet. In addition, in the stereotype threat condition, an ethnicity questionnaire was administered prior to the DAT. This questionnaire consisted of 14 questions concerning ethnic and cultural background (religion, language use) and questions about the place of birth of the students, their parents, and grandparents. In the control condition, the ethnicity questionnaire was administered after the DAT. While participants in the stereotype threat condition filled in the ethnicity questionnaire, participants in the control condition filled in an interest inventory that contained 15 items without any connection to ethnicity. This interest inventory was administered to students in the stereotype threat condition after the intelligence tests. Thus, two stereotype threat manipulations were used in concert to increase stereotype threat for ethnic minorities: an ethnicity threat manipulation or by ethnicity (Wicherts et al., 2003).

**Intelligence test.** Three subtests of the Dutch DAT (Evers & Lucassen, 1992) were used as a measure of general intelligence. The subtests were shortened by selecting items with the highest item-rest correlations in the Dutch standardization sample (N = 2,100). The Numerical Ability (NA) test (originally 40 items, 25 min) contains 14 complicated mathematical problems. Abstract Reasoning (AR; originally 45 items, 25 min) contains 18 items with a logical sequence of diagrams, which had to be completed. Verbal Reasoning (VR; originally 50 items, 20 min) contains 16 verbal analogy items. All subtests were administered with a time limit of 6 min. All items have a 5-point multiple-choice answer format. On the basis of the standardization data, NA is the most difficult subtest in terms of proportion correct of the items retained in the short version (average p = .43), followed by VR (average p = .49) and AR (average p = .59). Thus, one would expect the strongest stereotype threat effects on the NA test. The instruction pages of the subtests were slightly adapted with regard to the time limit, number of items, and the presentation of the tests as either a section (control condition) or as an intelligence test (stereotype threat condition). To correct for possible order effects, and to avoid cheating (e.g., copying answers), we used two order versions of the test booklet (bringing the total number of versions to four). The order in these two versions was NA–AR–VR and VR–NA–AR, respectively. Because none of the main or interaction effects for order reached significance (ANOVA; all ps > .10), these order versions were pooled for the subsequent analyses.

**Analyses.** Considering previous factor analyses on the complete DAT (Evers & Lucassen, 1992; Te Nijenhuis, Evers, & Mur, 2000; Wicherts et al., 2004), the use of a one-factor model for these three subtests was sensible. Although our primary interest was in testing for strict factorial invariance with respect to groups, we also conducted a 2 × 2 multivariate analysis of variance (MANOVA), with stereotype threat and ethnicity as factors and the three subtests as dependent variables. MANOVA provides a means to interpret the experimental mean effects. We predicted a significant main effect for ethnicity, with majority students outscoring the minority students (see, e.g., Te Nijenhuis et al., 2000). In addition, we expected a significant Ethnicity × Condition interaction, because stereotype threat would primarily depress scores of minority students. Given the heterogeneous sample used, we also expected heterogeneity in covariances and variances over design cells. Therefore, as is common in the MANOVA framework, we also conducted tests for variance and covariance heterogeneity by means of Box’s M test and the univariate Levene’s test.

MGCFA can be used to shed light on the nature of differences in (co)variance and mean structure between groups. Within this 2 × 2 experimental design, the tenability of strict factorial invariance with respect to groups and conditions (i.e., four groups) is investigated by fitting a series of increasingly restrictive models. These models, as well as the restrictions imposed, are presented in Table 1. In the first step, no between-groups restrictions are imposed. The next steps involve restricting all factor loadings (Step 2) and all residual variances (Step 3) to be invariant over all four groups. Because of the random assignment to experimental conditions, one does not expect there to be differences on the factor level between conditions for both existing groups. Step 4 can be used to investigate whether factor variance of the existing groups are affected by the stereotype threat manipulation. That is, in this step, the factor variance for majority students in the stereotype threat condition is restricted to be equal to the factor variance for majority students in the control condition (and similarly for the minority students). In Step 5, the invariance of the mean structure is investigated by restricting the measurement intercepts to be equal across all groups. In the same step, factor mean differences with respect to an arbitrary baseline group are estimated. Finally, in Step 6, the means of the existing groups are restricted to be equal over condition (e.g.,
factor mean of majority group in control condition equal to factor mean of majority group in stereotype threat condition). This ensures that the experimental manipulation has no effect on the mean of the common factor. As can be seen, if the restrictions implemented in these six steps hold, then measurement invariance holds. In that case, the differences between the existing groups are a function of the differences in the means ($\mu$) and variances ($\gamma$) of the common factor. However, we expected the test scores to be affected in a differential manner across groups. The tenability of each restriction is judged by differences in fit between the restricted model and the less-restricted model. For instance, Step 2 versus Step 1 involves the tenability of equality of factor loadings. Because of the nesting of models, a loglikelihood test is used to test each restriction. Besides attention for chi-squares, the comparative fit index (CFI) and the root-mean-square error of approximation (RMSEA) are used in determining the absolute and relative model fit. The CFI (Bentler, 1990) ranges from 0 to 1, and is a measure of the relative fit of a model in relation to a null model of complete independence.\(^8\) The RMSEA (Browne & Cudeck, 1993) is a so-called close fit measure that is known to be relatively insensitive to sample size. Several rules of thumb have been proposed for these fit measures. On the basis of their simulation study, Hu and Bentler (1999) proposed that RMSEA values smaller than 0.06, and CFI values larger than 0.95, are indicative of good model fit.

In case a step is accompanied by a clear deterioration in model fit, the particular restriction is rejected. In such cases, modification indices can highlight the particular parameter(s) causing the misfit. A modification index (MI) is a measure of how much chi-square is expected to decrease if a constraint on a given parameter is relaxed, and the model is refitted (Jöreskog & Sörbom, 1993). In cases in which a restriction is accompanied by a deterioration in fit, parameters with the highest MI are freely estimated, and the sequence of models is continued. We expected that stereotype threat effects on test performance would result in measurement bias expressed by high modification indices in the minority group in the stereotype threat condition. We carried out all factor analyses using LISREL 8.54 (Jöreskog & Sörbom, 2003).\(^9\)

**Results**

The values for univariate skewness and kurtosis in the four groups are in an acceptable range (i.e., from −0.89 to 0.88), suggesting no large deviations from normality. Therefore, the use of maximum likelihood for estimating the factor models is justified. Table 2 contains means and standard deviations of the three subtests for both ethnic groups in the two conditions. First, we provide the ANOVA results. Box’s M test suggests some covariance heterogeneity over groups, $F(18, 284863) = 1.79, p < .05$. The univariate Levene’s test for homogeneity of variance gives a significant value for the VR subtest, $F(3, 291) = 3.63, p < .05$. Because MANOVA is often claimed to be robust to (co)variance heterogeneity (e.g., Stevens, 1996), we do interpret the results of the MANOVA. The multivariate main effect for ethnicity is significant, $F(3, 289) = 20.36, p < .001$, as well as all univariate effects—NA: $F(1, 291) = 5.07, p < .05$; AR: $F(1, 291) = 57.47, p < .001$; VR: $F(1, 291) = 17.83, p < .001$—with the majority group outscoring the minority group. Neither the multivariate nor any of the univariate main effects for condition reach significance (all $p$ > .30). The multivariate interaction effect between condition and ethnicity is significant, $F(3, 289) = 2.64, p = .050$. The only significant univariate interaction effect is found on the AR subtest, $F(1, 291) = 5.56, p < .05$. However, this interaction effect is due to the majority group underperforming in the stereotype threat condition. Namely, the condition simple effect is significant for majorities, $F(1, 155) = 5.45, p < .05$, but nonsignificant for minorities, $F(1, 136) = 1.07, p > .30$. All multivariate and univariate simple effects for condition within the minority group are nonsignificant (all $p$ > .30), which is opposite to what one would expect from stereotype threat theory. Whereas, the minority group scored significantly lower than the majority group, these ANOVA results indicate that on average the minority students in the stereotype threat condition did not score lower than the minority students in the control condition.

However, it is important to stress that the sample may be expected to be heterogeneous with respect to domain identification, considered an important moderator of stereotype threat effects (e.g., Steele, 1997). For instance, Aronson et al. (1999) found that test takers that identified strongly with the domain of interest (i.e., mathematics) were more susceptible to stereotype threat, whereas test takers who moderately identified with the domain performed better under stereotype threat conditions than under control conditions. This suggests that within heterogeneous samples that contain both highly identified and moderately identified test takers, effects of stereotype threat may differ substantively.

---

8 Widaman and Thompson (2003) argued that because of the nesting of models, it is inappropriate to use such a null model within a multigroup context with mean structure. Therefore, we used a model without any factor structure, in which intercepts and residual variances are restricted to be group invariant (i.e., Model 0A in Widaman & Thompson’s, 2003, study), as the null model in computing the CFI values.

9 All input files used here can be downloaded from the following Web site: http://users.fmg.uva.nl/jwicherits
over persons. In such samples, positive and negative effects may cancel out, resulting in no, or only a small, effect on the mean. However, the absence of a mean effect does not necessarily mean the absence of an effect. To investigate the possibility that covariance structure was affected by the stereotype threat induction, we tested for measurement invariance with respect to the four groups. The results of the multigroup confirmatory factor analyses are reported in Table 3.

Because a one-factor model with three indicators is saturated (i.e., equal number of input statistics and parameters), the baseline model without across-group restrictions has a chi-square of zero with zero degrees of freedom. In the second step, the factor loadings are restricted to be equal over the four groups. This restriction results in a significant increase in chi-square. In addition, both the RMSEA and the CFI exceed the rule-of-thumb values for good fit. The misfit in this step is due to the factor loading of the NA subtest of the minority group in the stereotype threat condition (MI = 11). Freeing this parameter leads to a significant improvement of model fit, as can be seen in Step 2a. In the minority group, stereotype threat condition, this (unstandardized) factor loading is not significantly different from zero ($\lambda_1 = -0.04, SE = 0.20, Z = -0.19, p > .05$), whereas in the other groups this factor loading is significantly greater than zero ($\lambda_1 = 0.92, SE = 0.22, Z = 4.19, p < .01$). In Step 3, the residual variances are restricted to be invariant over the four groups. This, again, leads to a significant deterioration in model fit, as can be seen by the significant increase in chi-square, increase in RMSEA, and lowering of CFI. Not surprisingly, the misfit in this step is mainly due to the residual variance of the NA subtest of the minority group in the stereotype threat condition (MI = 7). Freeing this parameter leads to a significant improvement in model fit (Step 3a). The residual variance of NA is larger in the minority group, stereotype threat condition (6.33, $SE = 1.06$) than in the other groups (3.47, $SE = 0.61$). In the fourth step, we restrict factor variances of both ethnic groups to be invariant over condition. This leads to a relative improvement in model fit. The factor variance of the minority group is slightly smaller ($\Psi = 3.32, SE = 1.08$) than the factor variance of the majority group ($\Psi = 4.12, SE = 1.23$). In the fifth step, mean structure is modeled by restricting the intercepts to be invariant over the groups and by freeing the factor means of three groups (cf. Table 1). In light of the different factor loading of the NA subtest in the minority group, stereotype threat condition, it does not make sense to restrict this particular intercept. Hence, in Step 5, this parameter is freely estimated for this particular group. Step 5 results in a significant increase in chi-square, an increase in RMSEA, and a clear drop in CFI. The restriction on intercepts is clearly rejected. The highest MI is related to the intercept of the AR test of the majority group in the control condition. Freeing this parameter results in an improvement in model fit (Step 5a). However, as judged by RMSEA ($> 0.06$) and CFI ($< 0.95$), the model fit of Step 5a is still not very good. The highest MI (MI = 4) in this step is related to the intercept of the AR subtest of the minority group in the control condition. Freeing this parameter results in an improvement in model fit in terms of RMSEA and CFI (Step 5b). An interesting finding is that the intercept of the AR subtest is higher in the majority group, control condition ($v_2 = 8.67, SE = 0.47$) than in the two ethnic groups in the stereotype threat condition ($v_2 = 7.54, SE = 0.31$). This is not surprising considering the mean effect of the stereotype threat manipulation on this subtest in the majority group. In the minority group, control condition, this intercept is even lower ($v_2 = 6.72, SE = 0.37$). This suggests the presence of bias with respect to ethnicity in the control condition. In the sixth and final step, we investigated whether the factor means of both groups differed over experimental condition. This step is accompanied by a relative improvement in model fit. The factor mean of the majority is significantly higher than that of the minority group ($\alpha = 1.62, SE = 0.39, Z = 4.20, p < .001$).

Discussion

Although MANOVA results indicated an absence of mean effects of stereotype threat on test performance of the minority group, the stereotype threat manipulation clearly resulted in measurement bias with respect to the minority group. The measurement bias due to stereotype threat was related to the most difficult NA subtest. An interesting finding is that, because of stereotype threat, the factor loading of this subtest did not deviate signi-

Table 3

<p>| Fit Measures of Steps Toward Strict Factorial Invariance (Study 1) |
|--------------------------|----------------|----------|----------|----------|----------|----------|</p>
<table>
<thead>
<tr>
<th>Step</th>
<th>Restrictions</th>
<th>$df$</th>
<th>$\chi^2$</th>
<th>$p$</th>
<th>$\Delta df$</th>
<th>$\Delta \chi^2$</th>
<th>$p$</th>
<th>RMSEA</th>
<th>CFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\Lambda$</td>
<td>0</td>
<td>0.00</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td>0.00</td>
<td>1.000</td>
</tr>
<tr>
<td>2</td>
<td>$\Lambda^a$</td>
<td>6</td>
<td>14.73*</td>
<td>.023</td>
<td>6</td>
<td>14.73*</td>
<td>.023</td>
<td>0.145</td>
<td>0.942</td>
</tr>
<tr>
<td>2a</td>
<td>$\Lambda^b$</td>
<td>5</td>
<td>4.74</td>
<td>.449</td>
<td>1</td>
<td>9.99**</td>
<td>.002</td>
<td>0.099</td>
<td>0.936</td>
</tr>
<tr>
<td>3</td>
<td>$\Lambda^c, \Theta$</td>
<td>14</td>
<td>23.68</td>
<td>.030</td>
<td>9</td>
<td>18.94*</td>
<td>.026</td>
<td>0.058</td>
<td>0.977</td>
</tr>
<tr>
<td>3a</td>
<td>$\Lambda^d, \Theta^e, \Psi_{con}$</td>
<td>13</td>
<td>16.45</td>
<td>.226</td>
<td>1</td>
<td>7.23**</td>
<td>.007</td>
<td>0.950</td>
<td>0.977</td>
</tr>
<tr>
<td>4</td>
<td>$\Lambda^f, \Theta^g, \Psi_{con}$</td>
<td>15</td>
<td>16.91</td>
<td>.324</td>
<td>2</td>
<td>0.46</td>
<td>.795</td>
<td>0.940</td>
<td>0.987</td>
</tr>
<tr>
<td>5</td>
<td>$\Lambda^h, \Theta^i, \Psi^j, \Psi_{con}$</td>
<td>20</td>
<td>31.78*</td>
<td>.046</td>
<td>5</td>
<td>14.87*</td>
<td>.011</td>
<td>0.069</td>
<td>0.922</td>
</tr>
<tr>
<td>5a</td>
<td>$\Lambda^k, \Theta^l, \Psi_{con}$</td>
<td>19</td>
<td>27.43</td>
<td>.095</td>
<td>1</td>
<td>4.35*</td>
<td>.037</td>
<td>0.079</td>
<td>0.944</td>
</tr>
<tr>
<td>5b</td>
<td>$\Lambda^m, \Theta^n, \Psi_{con}$</td>
<td>18</td>
<td>23.70</td>
<td>.165</td>
<td>1</td>
<td>3.73</td>
<td>.053</td>
<td>0.065</td>
<td>0.962</td>
</tr>
<tr>
<td>6</td>
<td>$\Lambda^o, \Theta^p, \Psi_{con}, \Psi_{con, econ}$</td>
<td>20</td>
<td>24.44</td>
<td>.224</td>
<td>2</td>
<td>0.74</td>
<td>.691</td>
<td>0.056</td>
<td>0.971</td>
</tr>
</tbody>
</table>

Note. Restrictions in bold are tested by loglikelihood test delta chi-square. RMSEA = root-mean-square error of approximation; CFI = comparative fit index; Con = restriction over conditions for existing groups.


* $p < .05$. ** $p < .01$. 
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cantly from zero. This change in factor loading suggests a non-uniform effect of stereotype threat. This is consistent with the third scenario discussed above (cf. Appendix B) and with the idea that stereotype threat effects are positively associated with latent ability (cf. Cullen et al., 2004). Such a scenario could occur if latent ability and domain identification are positively associated. This differential effect may have led low-ability (i.e., moderately identified) minority students to perform slightly better under stereotype threat (cf. Aronson et al., 1999), perhaps because of moderate arousal levels, whereas the more able (i.e., highly identified) minority students performed worse under stereotype threat. Such a differential effect is displayed graphically in Figure 5. This pattern could explain the absence (i.e., canceling out) of mean effects, the increased residual variance, and the smaller factor loading in the minority group. Another explanation for this effect may lie in individual differences in working memory capacity (WMC). Beilock and Carr (2005) recently found that students high in WMC underperformed on a difficult arithmetic task under pressure, whereas students low in WMC showed a slight increase in performance when put under high pressure.

The biasing effect of stereotype threat would have been completely overlooked, had we restricted ourselves to the MANOVA, and had we regarded the covariance heterogeneity as a statistical annoyance, instead of as an important source of information. The bias due to stereotype threat on test performance of the minority group is quite serious. The intelligence factor explains approximately 0.1% of the variance in the NA subtest, as opposed to 30% in the other groups. To put it differently, because of stereotype threat, the NA test has become completely worthless as a measure of intelligence in the minority group. Note, however, that such an effect changes our interpretation of the factor within the minority group. It is also conceivable that the stereotype threat effects were present on the other two subtests. However, because of the rather small factor model, such an effect is hardly distinguishable from a nonuniform effect on the NA test. Nevertheless, the latter subtest is the most difficult subtest, and it is apparent that stereotype threat resulted in severe measurement bias with respect to the minority group.

In the control condition, there also appears to be measurement bias with respect to ethnicity, indicating that even in that condition test scores of minority and majority students are incomparable. It could be argued that because the test setting resembled strongly the common practice of testing in Dutch high school, the test setting could have elicited stereotype threat even in the control condition (cf. Steele & Davies, 2003). However, because the bias in this condition was related to the easiest of the three subtests, it seems unlikely that stereotype threat has caused this bias. Further research could shed light on the issue of whether stereotype threat is also present in the control condition or if perhaps the bias is caused by something else (cf. Te Nijenhuis et al., 2000). On the basis of this study, we would advise great caution in the use of these DAT scales for Dutch minority students.

Surprisingly, the manipulation also had a depressing effect on the AR subtest in the majority group. Perhaps this is due to a priming effect of the ethnicity questionnaire (cf. Wheeler & Petty, 2001). Further research could shed light on why the scores on this relatively easy subtest were depressed in the majority group. Nevertheless, the depressing effect of stereotype threat on this subtest became apparent in the ANOVA, and clearly resulted in measurement bias in the factor analyses.

The presence of covariance effects in the absence of mean effects in this first study, led us to reanalyze the results of another stereotype threat study, in which a clear mean effect on test performance was also absent. In an experiment by Nguyen et al. (2003), the effects of stereotype threat on Black students’ test performance were studied within a job-selection context. A timed short version of a cognitive ability test that contained three subtests was used to assess cognitive ability. A total of 86 Blacks and 86 Whites were randomly assigned to a stereotype threat or control condition. Similar to Study 1 above, stereotype threat was manipulated by both an ethnicity prime and by test diagnosticity (Nguyen et al., 2003). Using ANOVA, Nguyen et al. found that Whites outscored the Blacks on all subtests (i.e., significant multivariate and univariate main effects for ethnicity). However, MANOVA indicated no significant interaction between stereotype threat manipulation and race, as would be expected from stereotype threat theory. Therefore, Nguyen et al. concluded that stereotype threat effects on test performance were absent. We submitted these data to MGCFA, and our reanalysis suggested that (besides an increased residual variance for Whites in the stereotype threat condition) strict factorial invariance with respect to conditions and race was mainly tenable. Although the power may have been low, this result suggests that the race differences in test performance in either condition appear not to be caused by stereotype threat. Therefore, the argument that the stereotype threat manipulation in Nguyen et al.’s study was unsuccessful because of the fact that stereotype threat was already present in the control condition (Steele & Davies, 2003) appears implausible.

From an experimental perspective, the results of the first study are unusual in the sense that experimental mean effects on test performance of the stigmatized group were absent. Hence, it is desirable to investigate the merits of our modeling approach in the presence of clear experimental mean effects.

**Figure 5.** Non-uniform effect on factor loading of Subtest Y1 in case of an interaction between latent ability and stereotype threat.

**Study 2: O’Brien and Crandall’s (2003) Reanalysis**

O’Brien and Crandall (2003) studied the effects of stereotype threat on performance of female students on three mathematics
tests, which differed in difficulty level: a difficult test, an easy test, and a relatively easy math persistence test. Here, we reanalyze these data with our modeling approach to investigate whether a test of strict factorial invariance can highlight the stereotype threat effects on test performance. We briefly describe the original study. For more details, the reader is referred to O'Brien and Crandall (2003).

Method

Participants. A total of 164 students enrolled in a psychology class participated in this study in exchange for course credit. Because of missing data for 5 participants on the math persistence test, the current analysis is based on a sample of 58 female students and 101 male students.

Design and procedure. Participants were randomly assigned to two conditions that differed in the amount of stereotype threat for women. In the control condition, the gender stereotype was made irrelevant for the test setting by a text stating that the test at hand had "NOT been shown to produce gender differences" (O'Brien & Crandall, 2003, p. 785). In the stereotype threat condition, the text indicated that the test had been shown to produce gender differences. After reading this text, participants completed a questionnaire regarding their feelings concerning test taking. After that, the three math tests were administered in a counterbalanced order.

Materials. The easy math test had a time limit of 10 min and consisted of 20 relatively easy multiplication problems. The difficult test was administered with a time limit of 11 min and consisted of 15 difficult items from the quantitative SAT. Items were in a five-option multiple-choice format. The math persistence test contained 24 addition and subtraction problems, which were to be solved mentally (i.e., without the aid of paper and pencil) within 8 min (O'Brien & Crandall, 2003).

Analyses. Reasoning that the effects of heightened arousal on task performance depend on task difficulty, O'Brien and Crandall (2003) expected that stereotype threat would heighten scores of female students on the easy math test while depressing their scores on the difficult test. The math persistence test was originally used as a control for effort. However, because of quite high correlations between all three subtests, and in light of the clear mathematical nature of the three tests, the use of a one-factor model in describing these data is justified. In the male groups in both conditions and in the female group, stereotype threat condition, all inter-subtest correlations are significantly greater than zero (\( p < .05; \text{range} = 0.33–0.55 \)). However, the correlation between the easy and the difficult test of the female group in the control condition is not significant. Furthermore, the correlation between the easy test and the math persistence test in this group is negative. This appears not to be caused by any distinguishable bivariate outliers (L. T. O'Brien, personal communication, June 7, 2004). Moreover, in this group, the math persistence test has a platykurtotic distribution (kurtosis = −1.3). In combination with the small sample size (\( n = 30 \)), this makes the data of this group less suitable for maximum likelihood estimation. Therefore, we limited the factor analyses to three groups: the female group in the stereotype threat condition, and the male groups in both conditions. For our modeling approach, this poses no problem. We expected measurement bias because of stereotype threat in the female group. We again use the steps given in Table 1 to assess the tenability of restrictions over these three groups.

Results

Except for the math persistence test scores of the male group in the stereotype threat condition,\(^{10}\) the kurtosis and skewness values are in the moderate range, making the data suitable for maximum likelihood estimation. The means and standard deviations of the four groups are reported in Table 4. Using repeated-measures ANOVA on the standardized scores of the easy and the difficult tests, O'Brien and Crandall (2003) found a significant main effect for gender, with male students outscoring the female students. More important, this test showed a significant three-way interaction between gender, condition, and test difficulty, which indicated that stereotype threat lowered scores of women on the difficult test while heightening the scores on the easy test. In a separate two-way ANOVA on the math persistence scores, O'Brien and Crandall found a significant main effect for sex (male students outscoring female students), although the interaction between sex and condition was not significant. Thus, these ANOVA results indicate no effects of condition for male students. For female students, ANOVAs indicate a clear mean effect of stereotype threat on the easy and difficult tests but no effect on the math persistence test.

The results of the factor analyses on the three groups are reported in Table 5. Again, the first step involves a saturated model with perfect model fit. The second step (equal factor loadings), the third step (equal residual variances), and the fourth step (equal factor variance in male groups) all result in nonsignificant increases in chi-square. Moreover, the CFI and RMSEA clearly indicate that these three restrictions are tenable. This is not the case for the restriction on measurement intercepts, which is tested in the

\(^{10}\) The high kurtosis value (2.6) in this group was due to a very low scoring male student. Excluding this outlier does not change the results of the factor analyses.

---

**Table 4**

<table>
<thead>
<tr>
<th>Condition</th>
<th>Subtest</th>
<th>Male students ((n = 50))</th>
<th>Female students ((n = 30))</th>
<th>Male students ((n = 51))</th>
<th>Female students ((n = 28))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(M)</td>
<td>(SD)</td>
<td>(M)</td>
<td>(SD)</td>
</tr>
<tr>
<td>Control</td>
<td>Easy</td>
<td>7.50</td>
<td>4.34</td>
<td>6.37</td>
<td>3.91</td>
</tr>
<tr>
<td></td>
<td>Difficult</td>
<td>9.13</td>
<td>2.36</td>
<td>7.99</td>
<td>2.88</td>
</tr>
<tr>
<td></td>
<td>Persistence</td>
<td>18.72</td>
<td>5.79</td>
<td>15.30</td>
<td>6.13</td>
</tr>
</tbody>
</table>

fifth step. This restriction clearly results in a worsening in model fit, as is clear in the significant increase in chi-square and the clear worsening in CFI and RMSEA values. The largest modification indices are related to the intercepts of the difficult test (MI = 7) and the easy test (MI = 6) of the female group in the stereotype threat condition. Freeing both parameters (Steps 5a and 5b) results in clear improvements in model fit. The intercept of the difficult threat condition. Freeing both parameters (Steps 5a and 5b) results in clear improvements in model fit. The intercept of the easy test is higher in the female group than in both male groups because of their nature, stereotype threat effects are detectable in nonexperimental data, stemming from a real-life, or even a real-life test setting in which stereotype threat is absent and test scores of male students and female students are comparable. In the last step, the factor mean of the female group is significantly lower than that of the male group (α = 2.70, SE = 1.28, Z = 2.11, p < .05). However, because of the two freely estimated intercepts, this factor mean difference is actually a significance test of the difference between male students and female students on the math persistence test.

**Discussion**

The reanalysis of O’Brien & Crandall’s (2003) data demonstrated one drawback of the current modeling approach. Because of the platykurtotic distribution of test scores, and the negative correlation between tests in the female group control condition, this group had to be excluded from the test for measurement invariance. Nevertheless, the factor analysis approach remained feasible. Even without the possibility to compare the female group in the stereotype threat condition with a female group without such threat effects (i.e., in the control condition), we were able to establish that test scores of male students and female students were incomparable. It became apparent that intercepts were not invariant across groups, and that strict factorial invariance was violated because of stereotype threat. Suppose that these data would have been nonexperimental data, stemming from a real-life, or even a high-stakes, test setting. Even then, a test for strict factorial invariance would have pointed toward the measurement bias with respect to sex. The reanalysis of these data illustrates our point that because of their nature, stereotype threat effects are detectable in principle by means of tests for measurement invariance.

Of course, O’Brien and Crandall (2003) especially selected their math tests to show this pattern of effects. However, their study can contribute to future studies into stereotype threat effects within real-life test settings. A careful selection of easy and more difficult tests, together with the current modeling approach, enables one to investigate the existence of stereotype threat effects on test performance. In sum, the results of the current reanalysis are clearly in line with the results of ANOVA by O’Brien and Crandall. Moreover, the current results support the notion that whenever stereotype threat affects test performance on a collection of tests, it does so in a way incompatible with the requirements for measurement invariance within the common factor model.

One drawback of the first two studies is the small number of subtests. In Study 3, we used a test battery that consisted of four subtests that measured arithmetic/mathematic ability. In addition, we wanted to investigate strict factorial invariance in three conditions that differed with respect to stereotype threat related to female test takers: a control condition with no explicit reference to sex differences, a nullified condition in which gender stereotype was made irrelevant to the test, and a stereotype threat condition with explicit mention of sex differences. The latter condition is interesting because it has well-known negative effects on female test performance, whereas male test performance is often enhanced (i.e., a stereotype lift effect; Walton & Cohen, 2003). We expected that both this negative and this positive effect would result in measurement bias. The comparison with regard to strict factorial of three conditions that differ in stereotype threat enables one to find a test setting in which stereotype threat is absent and test scores of male students and female students are comparable.

**Study 3: Sex Differences in Arithmetic Test Performance**

The first aim of this third study was to replicate the effects of stereotype threat on women’s test scores on a collection of arithmetic/mathematic ability tests in a sample of psychology undergraduates in the Netherlands. The second aim was to investigate whether tests for measurement invariance using MGCFA can successfully differentiate between conditions in which stereotype threat is manipulated. To this end, we administered an arithmetic
test battery to male students and female students, varied the amount of stereotype threat for female students over conditions, and tested for strict factorial invariance with respect to groups.

Method

Participants. A total of 283 undergraduate psychology students of the University of Amsterdam participated as part of course requirements. On average, the 142 female students were slightly younger (age: \(M = 20.40\) years, \(SD = 3.76\)) than the 141 male students (\(M = 21.64\) years, \(SD = 4.97\)). The sample was highly educated but not especially selected for good arithmetic/mathematical skills. The sample was expected to be heterogeneous with respect to identification with the arithmetic/mathematical domain.

Design and procedure. An arithmetic test battery was administered by computer during two large mixed-sex group sessions. Participants were randomly assigned by the computer to one of three conditions, in which the introductory texts were used to manipulate the amount of stereotype threat. All three texts started by mentioning that the test of arithmetic ability contained four timed subtests. The three versions differed with respect to the next section in the instruction text. In the control condition, meant to resemble the usual testing circumstances, no mention was made of sex differences. In the nullified condition, however, the instruction read (translated from Dutch): “Although on many arithmetic tests sex differences have been found, previous research has shown that on this arithmetic test females achieve as well as males. Mean scores of males and females on the four subtests are equal.” This nullified condition was created to make the gender stereotype irrelevant for the test that participants were taking, thereby hopefully reducing the effects of stereotype threat on female students (cf. Brown & Pinel, 2003; O’Brien & Crandall, 2003; Smith & White, 2002; Spencer et al., 1999). In the stereotype threat condition, the text was changed to (translated from Dutch): “Previous research has shown that females and males score differently on this arithmetic test. On the average females score lower than males on all four subtests.” This instruction text was meant to increase stereotype threat for female test takers in the stereotype threat condition. (cf. Keller, 2002; O’Brien & Crandall, 2003; Spencer et al., 1999). After this manipulation, the participants completed the four subtests. Each subtest consisted of a page with a specific instruction, an example item, and a test page containing the test items. The computer automatically stopped the subtests when the allocated test period had passed. Total test time was 21 min. After the test session, all participants were debriefed extensively on the purpose of the experiment.

Materials. We used a selection of subtests that measure arithmetic/mathematical proficiency. The four subtests differ in form and difficulty level but are nevertheless expected to measure one single trait, which we henceforth denote by arithmetic ability. In order of presentation, these subtests are as follows: Arithmetic, Number Series, Worded Problems, and Sums.

The Arithmetic test is a timed test of 3 min containing 40 items that stem from an arithmetic ability test by Elshout (1976). The latter test is part of the standard test program of psychology undergraduates at the University of Amsterdam. The original test has high internal consistency and validity (Vorst & Zand Scholten, 2000). The items have an open-ended answer format (e.g., \(43 \times 6 = \ldots\)).

The Number Series test is a test developed to be parallel to the Number Series Test by Elshout (1976). The latter test is also part of the standard test program of the University of Amsterdam’s Psychology Department, and it has high internal consistency and validity (Elshout, 1976; Vorst & Zand Scholten, 2000). The test used in the current study contains 20 items in a five-option multiple-choice format and has a time limit of 6 min. An example item follows: “0 1 3 7 15 (options: 25, 29, 31, 32, 23).”

The Worded Problems test has a time limit of 4 min and contains 23 worded arithmetic problems. This test is based on the Arithmetic subtest of the Weschler Adult Intelligence Scale (WAIS)—Dutch edition (Stinissen, Willems, Coetsier, & Hulsman, 1970) and contains some additional and comparable items from the CMS test by Elshout (1976). All items have an open-ended answer format and were adapted to increase difficulty. An example item follows: “Someone has a loan at a 5% interest rate per year. After three years he has paid 225 Euros interest. What is his debt in Euros?”

The Sums test is the NA test of the Primary Mental Abilities (Thorstone, 1958, 1962). It contains 60 items and was administered with a (adapted) time limit of 5 min. The respondents are required to indicate whether a sum is correct or incorrect (e.g., \(13 + 39 + 99 + 32 = 183\)). To correct for guessing on this subtest, the total score is computed by subtracting half the number of incorrect responses from the number of correct responses.

Although speediness increases the difficulty of all subtests, the items themselves are fairly easy to solve. The Number Series subtest is the most difficult in terms of abstractness and item difficulty. We therefore expected that stereotype threat would particularly affect scores on this subtest.

Analyses. Again, we also provide the results of a two-way MANOVA with sex and condition (three levels) as factors and the four tests as dependent variables. On the basis of research in previous cohorts of psychology undergraduates (e.g., Vorst & Zand Scholten, 2000), we anticipated that male students would outscore the female students on all subtests. We expected that the instruction texts would particularly influence female test performance. Specifically, we expected that female students in the nullified condition would outscore the female students in the control and stereotype threat conditions. In addition, we predicted female students in the stereotype threat condition to score lowest of all groups. We expected no negative effects for male students, although stereotype lift effects (Walton & Cohen, 2003) could conceivably provide a pattern of mean differences for the male students opposite to those of female students.

As the four subtests were expected to load on a general arithmetic ability factor, we fitted a single common factor model in the confirmatory factor analyses. We again followed the stepwise approach given in Table 1, this time involving six groups. We expected to find measurement bias for female students in the stereotype threat condition. This should result in the rejection of strict factorial invariance, particularly because of the induced bias in the relatively difficult Number Series subtest. Whether strict factorial invariance with respect to sex is tenable in the control and nullified conditions depends on the degree of stereotype threat. However, we expected the degree of measurement bias to be greatest in the stereotype threat condition.

Results

With two exceptions (i.e., Arithmetic subtest for male students in control and stereotype threat conditions), univariate skewness and kurtosis values are moderate (−1, 1), suggesting univariate normality of most subtests in most of the cells. Therefore, use of maximum likelihood in estimating the factor models seems appropriate. Means and standard deviations of the subtests for male students and female students in the three conditions are given in Table 6. The Box test shows that homogeneity of covariance matrices across conditions is rejected, \(F(50, 139810) = 1.75, p < .001\). Levene’s tests for equal variances across conditions show significant values for Arithmetic, \(F(5, 277) = 4.68, p < .001\), and Number Series, \(F(5, 277) = 4.62, p < .001\), but nonsignificant values for the other two subtests. Assuming robustness to this violation of (co)variance homogeneity, we continue with the MANOVA. The multivariate sex main effect is associated with a
significant $F$ value, $F(4, 274) = 7.35, p < .001$. The univariate analyses of variance show significant sex main effects on all subtests—Arithmetic: $F(1, 277) = 12.89, p < .001$; Number Series: $F(1, 277) = 25.79, p < .001$; Wodied Problems: $F(1, 277) = 19.58, p < .001$; Sums: $F(1, 277) = 5.43, p < .05$—with male students outscoring the female students on all subtests. Furthermore, compared with the nullified and control conditions, there is a clear trend for female students in the stereotype threat condition to score lower. For the male students, the picture is less clear, with highest scores in conditions depending on the subtest used. The multivariate main effect of condition does not reach significance, $F(8, 548) = 1.71, p > .05$. Most important, the multivariate interaction of condition and sex is significant: $F(8, 548) = 2.37, p < .05$. None of the univariate condition main effects reach significance (all $p > .10$). As expected, the only significant univariate interaction effect between sex and condition is found on the Number Series subtest: $F(2, 277) = 4.32, p < .05$. Within the female group, the simple effect for condition is significant, $F(2, 139) = 7.29, p < .01$. Paired comparisons show that female students in the stereotype threat condition scored significantly lower than female students in the control condition ($p < .01$) and significantly lower than female students in the nullified condition ($p < .05$), but that female scores did not differ significantly between nullified and control conditions ($p > .50$). Although male scores on the Number Series subtest are highest in the stereotype threat condition, the condition simple effect for male students did not reach significance, $F(2, 138) = 0.48, p > .50$, and the paired comparisons for male students also did not reach significance (all $p > .50$). In other words, the stereotype lift effect for male students did not reach significance with the traditional ANOVA approach. To summarize, these ANOVA results indicate a clear suppression of scores on the Number Series subtest for female students in the stereotype threat condition.

Results of factor analyses in the six groups are reported in Table 7. In the first step, we assessed the fit of the one-factor model, which is acceptable. The second step does not result in a significant increase in chi-square. Therefore, factor loadings appear invariant over the six groups. The restriction on residual variances in the third step results in a clear deterioration in model fit. The largest modification indices are found in the male group, nullified condition, and are related to the residual variance of the Number Series subtest (MI = 23) and of the Arithmetic subtest (MI = 18). Furthermore, the residual variance of the Arithmetic test in the female students in the stereotype threat condition is also partly responsible for misfit (MI = 13). Freeing these three parameters in a stepwise fashion (Steps 3a, 3b, 3c) results in clear improvements.

### Table 6

<table>
<thead>
<tr>
<th>Subtest</th>
<th>Control (n = 46) M</th>
<th>SD</th>
<th>Women (n = 48) M</th>
<th>SD</th>
<th>Nullified (n = 50) M</th>
<th>SD</th>
<th>Women (n = 47) M</th>
<th>SD</th>
<th>Stereotype threat (n = 45) M</th>
<th>SD</th>
<th>Women (n = 47) M</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number Series</td>
<td>8.52</td>
<td>3.74</td>
<td>7.60</td>
<td>2.86</td>
<td>8.56</td>
<td>4.36</td>
<td>7.11</td>
<td>2.66</td>
<td>9.22</td>
<td>3.33</td>
<td>5.62</td>
<td>2.35</td>
</tr>
<tr>
<td>Wodied Problems</td>
<td>8.39</td>
<td>3.43</td>
<td>6.40</td>
<td>2.80</td>
<td>7.60</td>
<td>3.09</td>
<td>6.72</td>
<td>2.32</td>
<td>7.44</td>
<td>2.88</td>
<td>5.74</td>
<td>2.72</td>
</tr>
<tr>
<td>Sums</td>
<td>12.90</td>
<td>5.92</td>
<td>11.55</td>
<td>5.14</td>
<td>13.14</td>
<td>5.86</td>
<td>11.21</td>
<td>4.66</td>
<td>12.97</td>
<td>5.11</td>
<td>11.81</td>
<td>5.18</td>
</tr>
</tbody>
</table>

### Table 7

<table>
<thead>
<tr>
<th>Step</th>
<th>Restrictions</th>
<th>df</th>
<th>$\chi^2$</th>
<th>$p$</th>
<th>$\Delta df$</th>
<th>$\Delta \chi^2$</th>
<th>$p$</th>
<th>RMSEA</th>
<th>CFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\Lambda$</td>
<td>12</td>
<td>9.61</td>
<td>.650</td>
<td>8.78</td>
<td>.889</td>
<td>.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$\Lambda, \Theta$</td>
<td>27</td>
<td>18.39</td>
<td>.091</td>
<td>15</td>
<td>8.78</td>
<td>.889</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$\Lambda, \Theta^a$</td>
<td>47</td>
<td>64.17</td>
<td>.049</td>
<td>20</td>
<td>45.78**</td>
<td>.001</td>
<td>0.999</td>
<td>0.967</td>
</tr>
<tr>
<td>3a</td>
<td>$\Lambda, \Theta^a, \mu, \Psi_{con}$</td>
<td>46</td>
<td>47.18</td>
<td>.424</td>
<td>14</td>
<td>16.99**</td>
<td>.000</td>
<td>0.031</td>
<td>0.998</td>
</tr>
<tr>
<td>3b</td>
<td>$\Lambda, \Theta^a, \nu, \Psi_{con}$</td>
<td>45</td>
<td>36.74</td>
<td>.805</td>
<td>14</td>
<td>10.44**</td>
<td>.001</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>3c</td>
<td>$\Lambda, \Theta^a, \nu, \Psi_{con}$</td>
<td>44</td>
<td>26.00</td>
<td>.986</td>
<td>14</td>
<td>10.74**</td>
<td>.001</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>4</td>
<td>$\Lambda, \Theta^a, \nu, \Psi_{con}$</td>
<td>48</td>
<td>35.39</td>
<td>.912</td>
<td>4</td>
<td>9.39</td>
<td>.052</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>5</td>
<td>$\Lambda, \Theta^a, \nu, \mu, \Psi_{con}$</td>
<td>63</td>
<td>76.73</td>
<td>.115</td>
<td>15</td>
<td>41.34**</td>
<td>.000</td>
<td>0.072</td>
<td>0.973</td>
</tr>
<tr>
<td>5a</td>
<td>$\Lambda, \Theta^a, \nu, \mu, \Psi_{con}$</td>
<td>62</td>
<td>63.99</td>
<td>.407</td>
<td>14</td>
<td>12.74**</td>
<td>.000</td>
<td>0.040</td>
<td>0.996</td>
</tr>
<tr>
<td>5b</td>
<td>$\Lambda, \Theta^a, \nu, \mu, \Psi_{con}$</td>
<td>61</td>
<td>55.19</td>
<td>.685</td>
<td>14</td>
<td>8.80**</td>
<td>.003</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>6</td>
<td>$\Lambda, \Theta^a, \nu, \mu, \Psi_{con}, \text{acon}$</td>
<td>65</td>
<td>59.12</td>
<td>.682</td>
<td>4</td>
<td>3.93</td>
<td>.416</td>
<td>0.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Note. Restrictions in bold are tested by loglikelihood test delta chi-square. RMSEA = root-mean-square error of approximation; CFI = comparative fit index; restriction over conditions for existing groups.

* Residual variance Number Series, Men, Nullified.  
* Residual variance Arithmetic, Men, Nullified.  
* Residual variance Arithmetic women, stereotype threat.  
* Intercept Number Series, Women, stereotype threat.  
* Intercept Number Series, Men, stereotype threat.  
* Parameter freely estimated.

* $p < .05$.  
** $p < .01$.  
---

Table 6: Means and Standard Deviations of Subtests per Sex and Condition (Study 3)

Table 7: Fit Measures of Steps Toward Strict Factorial Invariance (Study 3)
in model fit. These freely estimated residual variances are larger in the corresponding groups than in the other groups. In the fourth step, the factor variances of the male group and of the female group are restricted to be equal over conditions. This results in a slight, but nonsignificant, increase in chi-square. Considering the perfect values of RMSEA and CFI in Step 4, we conclude that factor variances of the sex groups are invariant over conditions. The factor variance of the female group is smaller ($\psi = 15.08$, $SE = 2.47$) than the factor variance of the male group ($\psi = 38.09$, $SE = 5.56$).

Considering the mean effects that we found by means of the MANOVA, one would expect intercept differences across groups. In the fifth step, the intercepts are restricted to be invariant across groups. This clearly results in a deterioration in model fit, with a highly significant increase in chi-square, worsening in RMSEA, and drop in CFI. Inspection of the modification indices shows that this restriction is untenable because of the intercept of the Number Series subtest in the stereotype threat condition in both sex groups (female students: $MI = 12$; male students: $MI = 8$). Indeed, freeing both parameters results in clear improvement in model fit (i.e., Steps 5a and 5b). As expected, the intercept of this difficult subtest is lower in the female group in the stereotype threat condition ($r_2 = 7.19$, $SE = 0.31$). In the male group, under stereotype threat this intercept is higher ($r_2 = 8.40$, $SE = 0.45$), thus nicely reflecting the stereotype lift effect on this relatively difficult subtest. In the sixth step, factor means of each sex group are restricted to be equal over conditions. This restriction appears tenable. The factor mean of the male group is significantly higher than the factor mean of the female groups ($\alpha = 2.61$, $SE = 0.67$, $Z = 3.92$, $p < .001$). In terms of the pooled within-group standard deviation units of the latent factor, this difference in latent ability has an effect size of 0.52.

The current stepwise approach has the risk of path dependence, in the sense that the results of later restrictions (i.e., steps in the lower part of Table 1) may depend on the particular parameters, which were freed in previous steps because of high modification indices. In addition, within a particular test setting, one would normally test for strict factorial invariance with respect to the existing groups. Therefore, both as an illustration, and as a check, we also report tests for strict factorial invariance with respect to sex within each of the three conditions. This enables us to investigate whether these tests can differentiate between situations (i.e., conditions) in which stereotype threat is, or is not, present. Note that in this situation, it does not make sense to restrict factor variances and factor means, thus Steps 4 and 6 are skipped. The results of the tests per condition are reported in Table 8. As can be seen, in the control condition, restricting factor loadings, residual variances, and intercepts does not result in a worsening in model fit. In this condition, strict factorial invariance with respect to sex is clearly tenable. Test scores of male students and female students in this condition are therefore comparable, and sex differences in test performance can be explained by differences in factor mean ($\alpha = 3.16$, $SE = 1.28$, $Z = 2.47$, $p < .05$). This sex difference in factor mean has an effect size of 0.55, which is comparable with the effect size estimate in the six-group analysis.

In the nullified condition, restricting the residual variances leads to a clear deterioration in fit, as is evident by the significant chi-square difference between Steps 3 and 2, increased RMSEA, and lowered CFI. With the added restriction on intercepts, model fit does not appear to worsen any further, indicating that the mean structure is sex invariant. The largest modification indices are related to the residual variances of the Arithmetic and the Number Series subtests.

In the condition in which the gender stereotype was activated, we see that the baseline model (Step 1) shows sufficient fit,

### Table 8

**Fit Measures of Stepwise Test of Strict Factorial Invariance Over Sex Per Condition (Study 3)**

<table>
<thead>
<tr>
<th>Step</th>
<th>Restrictions</th>
<th>$\chi^2$</th>
<th>$p$</th>
<th>$\Delta df$</th>
<th>$\Delta \chi^2$</th>
<th>$p$</th>
<th>RMSEA</th>
<th>CFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>4.23</td>
<td>.675</td>
<td>0.000</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>4.27</td>
<td>.694</td>
<td>3</td>
<td>1.39</td>
<td>.495</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>3</td>
<td>A, $\Theta$</td>
<td>11.39</td>
<td>.846</td>
<td>4</td>
<td>1.67</td>
<td>.796</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>5</td>
<td>A, $\Theta$, $\nu$</td>
<td>14.03</td>
<td>.760</td>
<td>3</td>
<td>3.64</td>
<td>.303</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>A</td>
<td>5.26</td>
<td>.634</td>
<td>0.000</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>7.04</td>
<td>.655</td>
<td>3</td>
<td>2.48</td>
<td>.479</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>3</td>
<td>A, $\Theta$</td>
<td>11.69</td>
<td>.067</td>
<td>4</td>
<td>13.65*</td>
<td>.009</td>
<td>0.104</td>
<td>0.946</td>
</tr>
<tr>
<td>5</td>
<td>A, $\Theta$, $\nu$</td>
<td>14.42</td>
<td>.150</td>
<td>3</td>
<td>0.73</td>
<td>.866</td>
<td>0.071</td>
<td>0.962</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>A</td>
<td>4.72</td>
<td>.317</td>
<td>0.063</td>
<td>0.996</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>7.23</td>
<td>.406</td>
<td>3</td>
<td>2.51</td>
<td>.473</td>
<td>0.000</td>
<td>0.999</td>
</tr>
<tr>
<td>3</td>
<td>A, $\Theta$</td>
<td>11.89</td>
<td>.084</td>
<td>4</td>
<td>10.66*</td>
<td>.031</td>
<td>0.113</td>
<td>0.958</td>
</tr>
<tr>
<td>5</td>
<td>A, $\Theta$, $\nu$</td>
<td>14.31**</td>
<td>.000</td>
<td>3</td>
<td>22.42**</td>
<td>.000</td>
<td>0.197</td>
<td>0.839</td>
</tr>
</tbody>
</table>

Note. Restrictions in bold are tested by loglikelihood test delta chi-square. Restrictions = equality constraints over sex group; RMSEA = root-mean-square error of approximation; CFI = comparative fit index.

* $p < .05$. ** $p < .01$. 


although RMSEA is somewhat large (i.e., RMSEA > .06). Here, again, the restriction on factor loadings is not accompanied by any substantial worsening in model fit. In the third step, in which residual variances are restricted to be sex invariant, the fit deteriorates. However, the clearest deterioration in model fit is found when mean structure is modeled (Step 5). All fit measures show that strict factorial invariance is untenable in this condition. As expected, the largest modification indices are found with the intercept of the Number Series subtest and the residual variance of this subtest.

Discussion

The MANOVA results indicate that stereotype threat affected the arithmetic test scores of the male and female groups in a differential manner. As expected, the clearest effect of stereotype threat was found on the difficult Number Series subtest. Female students clearly underperformed on this subtest when they were reminded of the gender stereotype that female students perform less well than male students on arithmetic ability tests. This corroborates the typical result that stereotype threat negatively affects math performance of female test takers on difficult tests (e.g., Spencer et al., 1999).

The factor analyses showed that strict factorial invariance over sex clearly failed in the stereotype threat condition. Specifically, stereotype threat resulted in bias with respect to sex in the Number Series subtest. In the nullified condition, we saw that residual variances were larger in the male group, indicating the presence of slight measurement bias with respect to male students. Perhaps this is because the instruction text had a sort of stereotype threat effect on these male students. Therefore, the instruction text (falsely) stressing the absence of sex differences appears not to create ideal test circumstances for male students. In the control condition, strict factorial invariance with respect to sex was tenable. Thus, in that condition, test scores of male and female students are comparable, and sex differences in test scores can be interpreted in terms of differences in the latent construct.

In contrast with several studies conducted in the United States (Ben Zeev, Fein, & Inzlicht, 2005; Smith & White, 2002; Spencer et al., 1999), we did not find a significant mean difference on female math performance between control and nullified conditions. This may be due to a difference in test setting. In the majority of American studies, participants were tested alone as opposed to in large mixed-sex groups. Such differences in setting are known to affect the strength of stereotype threat (Inzlicht & Ben Zeev, 2003; Sekaquaptewa & Thompson, 2003). Alternatively, gender stereotypes may be less strong in the Netherlands.

When test takers were reminded of gender stereotypes concerning math ability, this resulted in stereotype threat negatively affecting female performance and in stereotype lift positively affecting male performance. An interesting finding is that this stereotype lift effect did not reach significance in the MANOVA analysis but was clearly detected with MGCFA. In sum, the results of the MGCFA analyses clearly indicate that tests for strict factorial invariance are capable of determining whether stereotype threat plays a role in a particular test situation.

General Discussion

There is a large and still-growing body of research that supports the notion that stereotype threat can negatively affect test performance in stigmatized groups (Steele et al., 2002). The magnitude of these negative effects is often investigated in laboratory experiments in which stereotype threat can be manipulated. However, such research within real-life settings is difficult for ethical and logistical reasons (Sackett, 2003; Steele & Davies, 2003; Steele et al., 2002). Nevertheless, viewing and modeling stereotype threat effects as a source of measurement bias, the seriousness of stereotype threat for the comparability of groups can be investigated by testing for measurement invariance with respect to groups (regardless of the type of group, test setting, or test under investigation), provided, of course, that a reasonable factor structure is tenable.

Stereotype Threat as a Biasing Variable

Measurement invariance with respect to groups is an essential aspect for interpreting group differences in scores of any kind of psychological measurement. Tests for measurement invariance enable one to differentiate between group differences in the latent constructs that a certain test is supposed to measure (i.e., reality differences) and measurement artifacts related to group membership. We view stereotype threat as a source of measurement bias. Surely, no one would suggest that stereotype threat affects real (i.e., latent) abilities, at least not in the short term. Instead, stereotype threat affects the measurements of ability, and this is precisely what tests of measurement invariance are designed to investigate. Formally, if measurement invariance holds, and one conditions on latent ability, then there should be, by definition, no group differences in (manifest) test scores. This is clearly not the case if stereotype threat lowers scores of members of a group that is subject to negative ability stereotypes. Therefore, measurement invariance is expected to be violated if stereotype threat differentially affects test scores of groups. Note that the same applies to stereotype lift effects (Walton & Cohen, 2003) and priming effects on test scores (e.g., Wheeler & Petty, 2001). For instance, in Study 3 we saw that the stereotype lift effect of male students on the difficult subtest resulted in a heightening in the measurement intercept of this subtest. Moreover, the enhanced performance of female students on the easy test due to stereotype threat in Study 2 was also clearly detected.

Recent studies into the mediating variables of stereotype threat effects have shown that stereotype threat negatively affects WMC (Schmader & Johns, 2003) or increases disruptive mental load (Croizet et al., 2004). This research suggests that the mediatory principle underlying stereotype threat effects has a strong relation to the construct of intelligence. If indeed stereotype threat affects test performance through the construct, then this could result in stereotype threat effects that are completely collinear with the subtests’ factor loadings. In that case, the relative strength of stereotype threat effects on each subtest correlates perfectly with the relation of each subtest with the construct. If this occurs, then stereotype threat effects could conceivably be accompanied by measurement invariance with respect to groups. However, constructs such as intelligence and mathematic ability are stable characteristics, and stereotype threat effects are presumably short-lived effects, depending on factors such as test difficulty (e.g.,
O’Brien & Crandall, 2003; Spencer et al., 1999). Furthermore, stereotype threat effects are often highly task specific. For instance, Seibt and Förster (2004) found that stereotype threat leads to a more cautious and less risky test-taking style (i.e., prevention focus), the effects of which depend on whether a particular task is speeded or not, or whether a task demands creative or analytical thinking (cf. Quinn & Spencer, 2001). In light of such task specificity, we view stereotype threat effects as test artifacts, resulting in measurement bias. Steele (1997) appears to subscribe to this view when he states that “stereotype threat effects may be a possible source of bias in standardized tests” (p. 622). It is an empirical question whether stereotype threat effects could ever be accompanied by measurement invariance. However, the results of the studies reported here lend support to the conceptualization of stereotype threat effects as a source of measurement bias.

It should be noted that within our empirical examples, sample sizes were rather small. The power to find subgroup differences in model parameters may therefore be low. Nevertheless, the fact that bias was clearly detected in our studies indicates that MGCFAs is a powerful tool in detecting measurement bias (cf. Cheung & Rensvold, 2002; Meade & Lautenschlager, 2004), even if these effects are only present at the covariance level (Study 1). In light of the fact that measurement invariance is basically a null hypothesis (Borsboom, in press), the failure to reject measurement invariance may always be due to a lack of power. Fortunately, power studies within MGCFAs can be conducted readily (Saris & Satorra, 1993).

Using MGCFAs in Experiments

Our results show that MGCFAs provides a fruitful means to investigate stereotype threat effects. It is unfortunate that many investigators do not go beyond mean differences as tested by ANOVA in analyzing experimental data. Variance and covariance differences are a potential source of information. For instance, the absence of an increase in residual variance of the affected subtests in Study 2 suggests that the stereotype threat effect did not vary over women (see Appendix B, Scenario 1). The effect of stereotype threat on the factor loading in the minority group in Study 1 suggests that the stereotype threat effects interacted with latent ability (see Appendix B, Scenario 3). Moreover, MGCFAs allows for more specific tests of experimental effects, thereby increasing power. For example, the stereotype lift effect for male students in Study 3 did not reach significance in the MANOVA framework, yet with MGCFAs, the corresponding intercept differed significantly from those in the other groups. If possible, the use of a measurement model such as MGCFAs should be preferred to ANOVA. Moreover, the use of measurement models can add to our understanding of stereotype threat effects.

Many recent stereotype threat studies have been aimed at identifying the mediating factor underlying its effects on test performance (see, e.g., Smith, 2004, for an overview). The current modeling framework may greatly contribute to this exercise, because mediators such as anxiety (e.g., Ben Zeev et al., 2005), WMC (Schmader & Johns, 2003), and regulatory focus (Seibt & Förster, 2004) can be measured. Such measured mediators as well as many conceivable moderators (e.g., domain identification; Smith & White, 2001) may be incorporated in the model in a way that may eventually capture the stereotype threat factor as displayed in Figures 2–4. Lubke et al. (2003a) discussed the incorporation of covariates in the MGCFAs framework. When studying mediators, this method boils down to extending the factor model by adding factors, which are believed to be responsible for the depressing effect of stereotype threat. For instance, one may measure arousal (e.g., Ben Zeev et al., 2005), add to the factor model an arousal factor (besides the ability factor), and see whether this arousal factor shows an increase in factor mean (or variance) under stereotype threat. Then, in a model that takes into account latent ability, one can test whether the stereotype threat effect on test performance is mediated by arousal. Moreover, one can compare various alternative models statistically, such as whether arousal also affects the ability factor, whether arousal fully mediates the effect, whether arousal interacts with ability, and so forth. In comparison with traditional approaches of studying mediation (e.g., Baron & Kenny, 1986), the advantage of using MGCFAs lies in the fact that MGCFAs allows for a differentiation between effects on measurements of ability and effects on ability itself. This distinction is of substantive interest and may have consequences for statistical power, which is often an issue in mediation analysis (cf. MacKinnon, Lockwood, Hoffman, West, & Sheets, 2002). The flexibility of the common factor model and structural equation modeling in general to incorporate many factors, mediators, and moderators in a linear or nonlinear fashion, opens many doors that can contribute to our understanding of stereotype threat.

Understanding Measurement Bias

Of course, measurement bias may have many causes besides stereotype threat. It is important to stress that the broad definition of measurement invariance does not suppose anything about the possible causes of measurement bias. Unfortunately, measurement bias has been, and still is, mostly interpreted incorrectly in terms of item content. For instance, a test item could contain a concept (e.g., a football term such as “40-yard line”) that is less known to one group (e.g., women), resulting in increased difficulty of that item for that particular group. However, measurement bias is not a fixed characteristic of a certain test or test item but a characteristic of how test scores relate to the construct that a test is supposed to measure. Although item content may be used to interpret the causes of measurement bias, the latter may be due to characteristics of test settings. Therefore, stereotype threat theory provides a better understanding of why measurement bias occurs. Unfortunately, the use of bias detection methods is rarely accompanied by theoretical expectations regarding why and how measurement bias occurs (however, see Oort, 1992). Needless to say, understanding the sources of measurement bias can increase the chances of measurement bias being detected, either when bias is studied by MGCFAs or when bias is studied by item response models.

Stereotype Threat and Item Response Modeling

As we saw in our three studies, within MGCFAs, the effects of stereotype threat are particularly evident in the performance on the more difficult subtests. This differential aspect of stereotype threat is also relevant to the study of measurement invariance within the framework of item response theory, in which item difficulty is modeled explicitly. The item level can be very informative in investigating stereotype threat effects, particularly when these are
viewed as sources of measurement bias. Within item response theory, several methods have been developed to investigate measurement bias, which in this respect is usually denoted by differential item functioning (DIF; see Millsap & Everson, 1993). If only difficult items are subject to the interference of stereotype threat, then this implies that easy items should be hardly affected (e.g., Spencer et al., 1999). This enables one to use easy items of tests for conditioning in testing for measurement bias with respect to stigmatized groups. In addition, only the complex or difficult items in a test would show bias in the presence of stereotype threat. Therefore, DIF analyses can also be used to investigate the effects of stereotype threat on test scores in real-life settings. In this respect, recent results of a study into DIF with respect to sex on the SAT–Math are of interest. Bielinski and Davison (1998, 2001) found that particularly difficult items are biased with respect to sex, which is consistent with the idea that stereotype threat has depressed scores of female students on this test.

**Generalizability**

The generality of stereotype threat effects on test performance in real-life settings is an important issue. The number of studies investigating strict factorial invariance with respect to ethnic groups is rather small (however, see Dolan, 2000; Dolan et al., 2004; Dolan & Hamaker, 2001). Clearly, there is a need for more research on this topic. If a certain test score gap is accompanied by measurement invariance (and power is not an issue), then stereotype threat is not likely to play a differential role in those particular group differences. If, however, strict factorial invariance with respect to groups is violated, then stereotype threat is one of the probable causes of measurement bias. Then, measures of mediators or moderators of stereotype threat could be used to model the sources of measurement bias (Lubke et al., 2003a).

As argued by Steele et al. (2002), it depends on the test situation, domain identification of a person, the content of the stereotype, and the kind of test whether stereotype threat has an effect on test performance. We argue that its effects are detectable by means of tests for measurement invariance, regardless of test situation. Clearly, tests for measurement invariance can be useful to investigate the seriousness of stereotype threat on test performance, particularly in high-stakes test situations. We hope that by using the current modeling approach within an experimental context, we can bridge the gap between differential psychology (with its interest in individual differences) and experimental psychology (with its interest in experimental effects) to gain a better understanding of when individual abilities are correctly reflected in test scores and when they are not (cf. Cronbach, 1957).

**References**


Appendix A

General Formulation Multigroup Confirmatory Factor Analysis Model

Let $Y_i$ denote the observed $p$-dimensional random column vector of subject $i$ in group (or experimental condition) $i$. We specify the following linear factor model for $Y_i$:

$$Y_i = \mu_i + \Lambda_i \eta_i + \epsilon_i,$$  \hspace{1cm} (A1)

where $\eta_i$ is a $q$-dimensional random vector of correlated common factor scores ($q < p$), and $\epsilon_i$ is a $p$-dimensional vector of residuals that contain both random error and unique measurement effects (Meredith, 1993). The $(p \times q)$ matrix $\Lambda_i$ contains factor loadings, and the $(p \times 1)$ matrix $\mu_i$ contains measurement intercepts. It is generally assumed that $\epsilon_i$ is $p$-variate normally distributed with zero means and a diagonal covariance matrix $\Theta_i$, that is, residual terms are mutually uncorrelated. Furthermore, the vector $\eta_i$ is assumed to be $q$-variate normally distributed with mean $\mu_i$, and a $(q \times q)$ positive definite covariance matrix $\Psi_i$. In addition, $\eta_i$ and $\epsilon_i$ are assumed to be uncorrelated. Given these assumptions, the observed variables are normally distributed $Y_i \sim N(\mu_i, \Sigma_i)$, where

$$\mu_i = \mu_i + \Lambda_i \eta_i,$$  \hspace{1cm} (A2)

$$\sum_i \Lambda_i' \Psi_i \Lambda_i + \Theta_i,$$  \hspace{1cm} (A3)

where the superscript $t$ denotes transposition. Equations A2 and A3 represent the implied mean vector and implied covariance matrix, respectively. In case of several correlated common factors, a sufficient number of parameters in $\Lambda_i$ should be fixed to zero to avoid rotational indeterminacy (Bollen, 1989; Jöreskog, 1971). In the same matrix $\Lambda_i$, $q$ elements should be fixed to equal one to identify the variances of the common factors. Similarly, for reasons of identification, latent group differences in means instead of latent means themselves are modeled (Storbom, 1974).

Appendix B

Measurement Bias Due to Stereotype Threat

Here we present three scenarios in which measurement bias due to stereotype threat (ST) is present. We use the one factor model presented in Equations 2–4 and the assumptions given above. We assume the presence of an unmeasured ST factor that incorporates all the mediating variables of ST. The scores on this ST factor are represented by $\sigma$. We assume that ST effects are uncorrelated with latent ability, that is, $\text{Cov}(\eta, \sigma) = 0$. For clarity, we leave out person and group indices and restrict our attention to the group that is affected by ST (i.e., stigmatized group). Our aim is to highlight the effects of ST on the measurement parameters of the manifest variables. For an extensive discussion of the implications of strict factorial invariance, see Lu¨bke et al. (2003b).

Scenario 1: ST Effects on Subtest L (See Figure 2)

Let $Y_L$ denote the scores on a biased Subtest L, and let $Y_M$ denote the scores on a Subtest K that is not affected by ST. In that case, the linear model for $Y_L$ is given by the following:

$$Y_L = \nu_L + \lambda_{aL} \eta + \epsilon_L,$$  \hspace{1cm} (B1)

where $\lambda_{aL}$ represents the factor loading of $Y_L$ on the latent ability factor $\eta$. The linear model for $Y_M$ (i.e., scores on the affected subtest) is given by the following:

$$Y_M = \nu_M + \lambda_{aM} \eta + \lambda_{aM} \sigma + \epsilon_M,$$  \hspace{1cm} (B2)

where $\lambda_{aM}$ denotes the factor loading of $Y_M$ on the ST factor. Note that $\lambda_{aM}$ has a negative value by definition, indicating the debilitating effect of ST on test performance on Subtest L. From this model, one can derive (see, e.g., Bollen, 1989) the following expressions for the implied variance (Var), and the expected value (E) of $Y_L$ and $Y_M$ as well as the implied covariance (Cov) between $Y_L$ and $Y_M$:

$$\text{Var}(Y_L) = \lambda_{aL}^2 \text{Var}(\eta) + \text{Var}(\epsilon_L),$$  \hspace{1cm} (B3)

$$\text{Var}(Y_M) = \lambda_{aM}^2 \text{Var}(\eta) + \lambda_{aM}^2 \text{Var}(\sigma) + \text{Var}(\epsilon_M),$$  \hspace{1cm} (B4)

(Appendices continue)
where $E(\sigma)$ is greater than zero. Because the effects of ST (i.e., $\sigma$) are unknown and not modeled, the effects of the ST factor on $Y_1$ are incorporated in the measurement parameters of this subtest on the latent factor ($\eta$). This leads to measurement bias in the corresponding parameters. The residual variance of the affected subtest is larger in the stigmatized group because of the added variance of ST: $\text{Var}(e_1) = \lambda^2_{1\eta} \text{Var}(\sigma) + \lambda^2_{1\eta} \text{Var}(\eta)$. In addition, the intercept ($\delta$) in the stigmatized group would be lower because of the ST effects: $\delta^*_l = \nu_l + \lambda_{1\eta} E(\sigma)$, reflecting increased difficulty and lowered scores of the affected subtest. Note that, because the covariance between the scores on the affected subtest and the scores on any unaffected subtest (such as $Y_2$) is unrelated to $\sigma$, the factor loading of the biased Subtest L (i.e., $\lambda_{1\eta}$) remains unchanged. In homogeneous samples, ST effects may not vary over persons, that is, $\text{Var}(\sigma) = 0$. This would result in the absence of added variance, whereas intercept bias is still present. Furthermore, it is conceivable that the mean of the ST effect is zero, that is, $E(\sigma) = 0$, resulting in the absence of intercept bias. Finally, if the mean ST factor is negative, that is, $E(\sigma) < 0$, then $\sigma$ may be viewed as a stereotype lift effect (Walton & Cohen, 2003).

Scenario 2: ST Effects on Subtests L and M (See Figure 3)

Suppose that Subtests L and M are affected by ST. Let $Y_1$ and $Y_2$ denote the scores on these two affected subtests. Suppose again that scores $Y_1$ on Subtest K are unaffected by ST. The linear model for $Y_1$ is given by (B1), whereas those for $Y_2$ and $Y_{1*}$ are as follows:

$$Y_1 = \nu_1 + \lambda_{1\eta} \eta + \lambda_{1\sigma} \sigma + e_1,$$  \hspace{1cm} (B8)

$$Y_2 = \nu_2 + \lambda_{2\eta} \eta + \lambda_{2\sigma} \sigma + e_2.$$  \hspace{1cm} (B9)

The implied variance and the expected value of $Y_1$ are given by (B3) and (B6), respectively. Similarly, $\text{Var}(Y_1)$ and $E(Y_1)$ are given by (B4) and (B7), respectively. In addition, we derive the following expressions for $Y_1$ and $Y_{1*}$:

$$\text{Var}(Y_1) = \lambda^2_{1\eta} \text{Var}(\eta) + \lambda^2_{1\sigma} \text{Var}(\sigma) + \text{Var}(e_1),$$  \hspace{1cm} (B10)

$$\text{Cov}(Y_1, Y_2) = \lambda_{12\sigma} \lambda_{1\eta} \text{Var}(\sigma),$$  \hspace{1cm} (B11)

$$\text{Cov}(Y_2, Y_1) = \lambda_{12\sigma} \lambda_{1\eta} \text{Var}(\sigma),$$  \hspace{1cm} (B12)

$$E(Y_1) = \nu_1 + \lambda_{1\eta} E(\eta) + \lambda_{1\sigma} E(\sigma).$$  \hspace{1cm} (B13)

$\text{Cov}(Y_1, Y_2)$ is given by (B5). The effects on residual variances and intercepts for both the affected subtests are parallel to the effects in the first scenario. Thus, the residual variances of L and M are increased, and the intercepts of L and M are lowered because of ST. In addition, the covariance between $Y_1$ and $Y_{1*}$ is now increased by the effect due to the ST factor: $\lambda_{12\sigma} \lambda_{1\eta} \text{Var}(\sigma)$. This added covariance shows up as a subdiagonal element in the residual covariance matrix. Specifically, this results in an additional covariance between the residuals of Subtests L and M: $\text{Cov}(e_1, e_{1*}) = \lambda_{12\eta} \lambda_{1\eta} \text{Var}(\sigma)$. However, if the effects of ST do not vary over persons, that is, $\text{Var}(\sigma) = 0$, then the bias due to ST is only apparent in between-group differences of the intercepts of the affected Subtests L and M, and the residual variances and residual covariance are unbiased.

Scenario 3: Nonuniform ST Effects on Subtest L (See Figure 4)

Nonuniform effects of ST can occur if ST effects depend on the level of latent ability. This may occur, for instance, if domain identification and latent ability are positively correlated with higher ability reflecting stronger identification with the domain and hence stronger ST effects. Suppose Subtest L is nonuniformly affected by ST, and Subtest K is again unaffected by ST. Let $Y_1$ and $Y_2$ represent the scores on Subtests K and L. The usual linear model for Subtest K is given by (B1). Nonuniform ST effects on $Y_1$ can be modeled by adding an interaction factor $\eta \sigma$, resulting in this nonlinear expression for the affected subtest:

$$Y_l = \nu_l + \lambda_{1\eta} \eta + \lambda_{1\sigma} \sigma + \lambda_{1\eta\sigma} \text{Var}(\eta \sigma) + \text{Var}(e_1),$$  \hspace{1cm} (B14)

where $\lambda_{1\eta\sigma}$ represents the negative factor loading of $Y_1$ on the interaction factor. This model gives rise to the following expressions for $Y_l$:

$$\text{Var}(Y_l) = \lambda^2_{1\eta} \text{Var}(\eta) + \lambda^2_{1\sigma} \text{Var}(\sigma) + \lambda^2_{1\eta\sigma} \text{Var}(\eta \sigma) + 2 \lambda_{1\eta} \lambda_{1\eta\sigma} \text{Cov}(\eta, \eta \sigma) + 2 \lambda_{1\eta} \lambda_{1\eta\sigma} \text{Cov}(\sigma, \eta \sigma) + \text{Var}(e_1),$$  \hspace{1cm} (B15)

$$E(Y_l) = \nu_l + \lambda_{1\eta} E(\eta) + \lambda_{1\sigma} E(\sigma) + \lambda_{1\eta\sigma} E(\eta \sigma).$$  \hspace{1cm} (B16)

As can be seen, this scenario leads to an increased residual variance:

$$\text{Var}(e_1) = \lambda^2_{1\eta} \text{Var}(\eta) + \lambda^2_{1\sigma} \text{Var}(\sigma) + \lambda^2_{1\eta\sigma} \text{Var}(\eta \sigma) + 2 \lambda_{1\eta} \lambda_{1\eta\sigma} \text{Cov}(\eta, \eta \sigma) + 2 \lambda_{1\eta} \lambda_{1\eta\sigma} \text{Cov}(\sigma, \eta \sigma),$$  \hspace{1cm} (B18)

where $\lambda_{1\eta\sigma}$ is negative, whereas the other terms increase the variance. Furthermore, the ST effect depresses the intercept of the affected subtest: $\nu^*_l = \nu_l + \lambda_{1\sigma} E(\sigma) + \lambda_{1\eta\sigma} E(\eta \sigma)$, which most clearly characterizes the interaction effect, however, is the fact that the value of the factor loading of Subtest L is lowered because of the nonuniform effect. This effect is due to the fact that the covariance of $Y_1$ with all other unaffected subtests, such as $Y_2$, is lowered by the negative term $\lambda_{1\eta\sigma} \text{Cov}(\eta, \eta \sigma)$, provided that the mean of $\eta$ is different from zero. If the mean of the biasing factor $E(\sigma)$ is zero, then this can account for the absence of mean effects, that is, $\lambda_{1\eta} E(\sigma) + \lambda_{1\eta\sigma} E(\eta \sigma) = 0$, and for the fact that the direction of the effect changes for low- and high-ability persons (cf. Figure 5). Finally, whereas the factors $\eta$ and $\sigma$ can have a normal distribution, the nonlinear effects lead to nonnormal distribution of $Y_1$, therefore, besides the fact that kurtosis and skewness values can point toward such nonlinear effects, such nonnormality leads the normal-theory maximum likelihood estimator to show an upward bias in terms of model fit.
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